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Summary

The problem of testing the equality of means frara independent normal populations with
unknown different variances is known as Behrenséfigoblem. In the paper the powers of four
tests are compared: Studertt'sest, Welch-Satterthwaite test, Saxena-Srivastasiaand the test
combined ofF test for equality of variances and Student’s Welch- Satterthwaite according to
its result.
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1. Introduction
Let Xl,...,an anle,...,Ynz be two independent samples, where
X, ~Nuy,02) iid i=1..,n,

Y, ~N(u,,02) iid j=1..,n,
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The difference of sample meanX —Y has got normal distribution with ex-
2 2

. 0% O .
pected valugl, —li, and variance—=-+—"-_. When variance®@’ and ad;
n n
1 2

are known then testing hypothekig : i, =, is based on the statistic

t=— 2 — | (1.1)

which, underH,,, has got standard normal distribution. Wreh and o are

unknown but the same, the pooled unbiased estioiatemmona? i.e.

2 2 i(xi—i)2+i(\(i _?)2
S? = (nl _1)Sx +(n2 _1)5\( — =1 i=1
n+n,-2 n+n,-2

is put into (1.1) and the uniformly most powerfaii&@ent’st test based on

= XY (1.2)

g2 i +i
n1 n2
is obtained. UndeH , the statistic (1.2) has got Student’distribution with
n, +n, — 2 degrees of freedom. It is known that for uneqaahgle sizes this
test is not robust under violation of the assurmptirf( = 05. The type | error

can differ considerably from assumed significaresel (Hsu, 1938).
The hypothesi}, = 0} should be tested by meansfofest. If 05 = 02

is rejected, the problem of testing the hypothddig is known in literature as

Behrens-Fisher problem . Putting estima&s and S} instead ofo and o2

2 2
into (1.1) and denoting; =—* and S = iWe have statistic
nl n2
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t :& (1.3)

considered by Behrens (1929) and Fisher (1935)difigibution depends on

2

v,=n-1,v,=n,-1andc 2% and is the mixture of twodistri-
S+
X
butions. Tables for critical values t(vl,vz,c,a) such that

P(;[~ >t(v1,v2,c,0())= a were given by Aspin (1949), (see also Elandt, 1964;
Domanski, 1990; Zielhski and Zielhski, 1990.

The distribution of (1.3) has been investigatearany statisticians for last
seven decades (for references see for examplevibeand Ahmed, 1998; or
Singh, Saxena and Srivastava, 2002). Several sippatons were derived to
avoid using special tables. Some of them can bad@lso in polish popular
handbooks , among others Elandt (1964), Oktaba4(1%8agner and Blaczak
(1986), Krysicki et al. (1986), Domaki (1990), Klonecki (1999), Chudzik et
al.(2006). Bootstrap approach is given for exampl®omaiski, Pruska and
Wagner (1998). There are also papers consideriftivamiate Behrens-Fisher
problem (for references see Kékg, 2000).

Among many approximated solutions to Behrens-Figineblem, based on
statistic (1.3), perhaps the most popular in pcacis the one proposed by
Welch (1937,1947) and Satterthwaite (1946), cailhethis paper after Sinhg et
al. (2002) as Welch-Satterthwaite test. Accordmg the distribution of (1.3)
under H, is approximated by Student'slistribution withv degrees of free-
dom, whereV is rounded down to the nearest integer of foliayw :

So, the critical value of Welch-Satterthwaite teaties from one sample to
another.

It is worth noticing that there exists generaliaatof this test for the case
of several populations, i.e. approximated F tesbrie-way ANOVA (Wagner
and Btaczak, 1986).



12¢& JOANNA TARASINSKA

One of the more recent tests for Behrens-Fishasl@no was proposed by
Saxena and Srivastava (1986). It is not basedatistit (1.3) but on statistic

X-=-Y
tes = —— (14)

2 2’
Sk S
n, n

which, under H,, has got approximatedit distribution where

\/X \

2 2 2 2\2
n n . n n _
= % andV = 2 S , rounded down to the nearest inte-
S, S

Sy S S7)2(2 i22
n n, n, + n,

n-1 n,-1
ger, (Singh et al.(2002)).

The test statistic (1.4) was obtained by puttirtg i{i.2) the jackknife esti-
mator of 0% instead of pooled sample varian& . The critical value in this
test also varies from one sample to another anathggisH, should be re-

jected againstH, :p, >H, if \/ths >1,_,,. Saxena and Srivastava pro-

posed also another approximation of distributionsfatistic (1.4) but we don’t
consider it here as it is computationally troublaso

Let us notice that for equal sample sizgs= n, Saxena-Srivastava test is iden-

tical to Welch-Satterthwaite test.

Singh, Saxena and Srivastava (2002) made companis8tudent’st-test,
Saxena-Srivastava test, Welch-Satterthwaite tedt &@ochran-Cox test with
regard to probability of type | errors and to thewers. They concluded that
their test kept probability of type | error veryalte and close to the nominal
value of 0.05. The power of their test turned aubé better than Cochran-Cox
test and comparable to Welch-Satterthwaite test.

In the present paper as the competitor to Studénvéelch-Satterthwaite
and Saxena-Srivastava tests we consider the irgui¢ist based on choice be-
tween Student’s or Welch-Satterthwaite test according to resofltgreviously
performedF test for equality of variances. So this “combinéeSt can be de-
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scribed as follows: tes ¥ : 67 = 02 againstH? : 62 # 62 on significance
level a. If H? is not rejected then for testing hypothedis, : 1, =W, use
Student's-test. If H(® is rejected then use Welch-Satterthwaite test.

The aim of this paper is especially to compare ‘thmbined” test to three
others.

2. Empirical study of power and type | error rate

It is easy to see that powers of all four consgidetests depend an,, n,,

k:o-_x and—ux _“Y :A

. In order to make comparisons of the considered
OY 0-Y 0-Y

tests, 5000 random samples of sizend n, were generated fronN(A, k2)
and N(O,l), respectively, forA = 012345 and k = 1,234. The different
combinations ofn, and n, weren, =5 and n, =5, n, =5 and n, =10,
n, =10 andn, =5, n, =10 andn, =10, n, =15 andn, =5, n, =5 and
n, =15. The one-sided alternative was consideret:: i, >, . The esti-

mate of power is taken as the relative frequendly which test statistics exceed
their critical values on significance level = 005. For A =0 the same fre-
guency is just the probability of type | error.

Table 1 presents probability of Type | Errors.dbles 2-7 there are powers
of the tests. All values are rounded to the thiedichal point. Following nota-
tions are used in tables: — Student’st test, t* — “combined” test, tys —
Welch-Satterthwaite tedks — Saxena-Srivastava test. If any row for specified
aboveA's is omitted it means that in such a case power is

Additionally in tables 2-7 the power &ftest (the frequency of choickys
in “combined” test) is given.
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Table 1 Probability of Type | Errors

n;=5,n,=5 n;=10,n,=10
k=1 k=2 k=3 k=4 =1 k=2 k=3 =4
t .051 .055 .061 .061 .048 .052 .058 .055
t* .050 .052 .054 .053 .047 .051 .04p .049
tws .044 .047 .048 .049 .046 .050 .049 .049
tss .044 .047 .048 .049 .046 .050 .049 .049
n;=5,n,=10 n;=10 ,n,=5
t .044 .086 .106 116 .055 .026 .019 .016
t* .045 .067 .059 .047 .055 .036 .03f .044
tws .042 .044 .042 .041] .053 .053 .050 .051
tss .046 .054 .051 .048 .059 .051 .048 .049
n,=5,n,=15 n,=15 ,n,=5
t .050 .120 .155 171 .047 .015% .008 .005
t* .050 .081 .061 .052 .049 .024 .038 .042
tws .046 .047 .045 .045 .052 .047 .046 .047
tss .056 .063 .061 .058 .061 .049 .046 .046
Table 2. Powers fom;=5, n,=5
A t t* tws tss F
1| .424 420 401 401
-1 2| .895 .892 .877 .877 053
3| .996 .996 .996 .996
411 1 1 1
1| .244 .232 212 212
2| .578 .559 .528 .528
k=2 | 3| .859 .842 .823 .823 | .219
4 | .976 .963 .957 .957
5| .998 .996 .996 .996
1| .175 .156 142 142
2| .382 .342 .322 .322
k=3 | 3| .630 .581 .557 557 | .492
4 | .822 777 .763 .763
5| .933 .905 .899 .899
1| .143 121 112 112
2| .280 .238 .227 .227
k=4 | 3| .454 .397 .385 .385 | .691
4 | .645 .574 .563 .563
5| .791 731 .723 .723




POWER COMPARISON OF FOUR TESTS ...

131

Table 3.Powers fon;=5, n,=10

A t t* tws tss F
1| .534 .530 494 .523
k=1 2 | .965 .961 .943 .958 049
3| .999 .999 .999 .999
4|1 1 1 1
1| .374 .288 .219 .256
2 | .753 .619 .550 611
=2 | 3| .954 .871 .840 .874 | .383
4 | .996 .972 .967 .976
5| 1 .997 .996 .998
1| .305 174 143 .164
2 | 573 .362 .325 .366
k=3 | 3 | .805 .584 .562 599 | .715
4 | .937 .780 771 .795
5 | .988 .909 .908 919
1| .263 121 .108 122
2 | .454 .238 .223 .246
k=4 | 3| .661 402 .389 412 | .867
4 | .823 .575 .570 .586
5 | .926 .733 731 745
Table 4.Powers fon;=10,n,=5
A t t* tws tss F
1| .532 .527 .500 .533
2 | .967 .964 .949 .958
=1 3| .999 .999 .999 .999 050
4|1 1 1 1
1| .221 .259 .332 .333
2 | .649 .698 776 T77
k=2 | 3| .944 .959 .979 .979 | .230
4 | .997 .997 .999 .999
5| 1 1 1 1
1| .120 .184 224 219
2 | .364 .483 .546 .537
k=3 | 3 | .690 .796 .846 .840 | .548
4 | .911 .960 .976 974
5 | .985 .994 .997 .996
1| .077 .152 174 .169
2 | .222 .368 .400 .390
k=4 | 3| .454 .632 .667 .662 | .781
4 | .703 .848 .870 .867
5 | .882 .961 .968 .967
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Table 5. Powers fom;=10,n,=10

A t t* tws tss F
1| .688 .688 .683 .683

=1 | 2| .995 .995 .995 995 | .050
3|1 1 1 1
1| .388 .375 371 371

k=2 2 | .855 .847 .843 .843 484
3| .990 .989 .989 .989
4 | 1 1 1 1
1| .254 .235 .234 .234
2 | .609 .585 .585 .585

=3 | 3| .890 .876 .876 .876 | .874
4 | .984 .980 .980 .980

.999 .998 .998 .999

1| .192 173 173 173
2 | .435 .402 401 401

=4 | 3| .710 .684 .684 .684 | .977
4 | .899 .886 .886 .886
5| .977 971 971 971

Table 6.Powers fon;=5, n,=15

A t t* tws tss F
1| .584 579 531 591

=1 2 | .979 .974 .953 972 | .047
3|1 1 .999 1
1 443 .303 .228 .285
2 811 .625 .556 .631

k=2 3 972 .869 .844 .892 461
4 997 .968 .966 977
5 1 .995 .995 997
1 371 176 .145 181
2 .643 .355 .328 .383

k=3 3 .862 .585 .567 .619 .782
4 961 779 773 .814
5 .993 913 911 .927
1 .333 118 .109 .136
2 537 .240 231 .259

k=4 3 734 .397 .389 425 910
4 .880 574 570 .600
5 .955 729 727 .753
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Table 7. Powers fon;=15,n,=5

A t t* tws tss F
1 [ .600 595 537 596
k=1 | 2 | 083 .980 958 976 | .057
31 1 1 1
1 [ 205 281 .399 408
2 | .708 772 873 .879
=2 3] 971 978 .993 .995 240
4] 1 1 1 1
1 [ .080 .208 276 275
2 | .356 576 687 687
k=3 | 3| .739 883 944 944 | 581
4| 951 985 .996 .995
5 | .995 999 1 1
1 [ .043 .183 210 207
2 | .183 476 522 519
k=4 | 3| .462 770 817 812 | .815
4] 753 .940 .960 .959
5 | .930 992 996 .996

3. Conclusions

It is very well known that Studentistest does not preserve significance
level in presence of heterogeneity of variancesufoequal sample sizes. The
type | error is too small when the larger sampte £ associated with the larger
variance and it is too large in opposite case. &dbtonfirms this knowledge.
The paper of Singh et al. (2002) also does. The thege tests perform well in
controlling significance level. Nevertheless therfibined” test is a little worse

on that score thaty,s andtss
For equal sample sizes the most powerful is Stusldntest, even if

0, =40, . For unequal sample sizes it shouldn’t be takém considerations
as its type | error differs considerably from noati®.05. In such a cades
should be preferred. It is a little more powertnt* and tws especially when
the smaller sample size is associated with thestargriance. Even ib, =0,
the power otssis almost equal to the power of Student’s

When the smaller sample size is associated withlatger variance the
“‘combined” test turns out to have a little gregtemwer thantws. But we must
admit that in such a case its type | error is telitoo large as compared to
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nominal 0.05. When the larger sample has largeianee the Welch-
Satterthwaite test is better thiin

In any case the intuitive approach to Behrens-Figheblem presented in
“combined” test gives quite good results.

All obtained results can be generalize for hypaghds, : i, -, =9.

Only A =p, —H, —0 instead ofA = p, —H, should be considered.
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POROWNANIE MOCY CZTERECH TESTOW
DLA PROBLEMU BEHRENSA-FISHERA

Streszczenie

Problem testowania rowia $rednich w dwéch populacjach normalnych zimgmi i nie-
Znanymi wariancjami nosi w literaturze nazproblemu Behrensa-Fishera. W pracy poréwnuje
sie moce czterech testéwStudenta, Welcha-Satterthwaite’a, Saxena-Srivgsieaz testu sktada-
jacego st z testuF dla réwndci wariancji oraz, w zalaosci od jego rezultatu, testixStudenta
lub Welcha-Satterthwaite’a.

Stowa kluczowe problem Behrensa-Fishera, testowanie hipotez, test@vwdéwndci srednich,
poréwnanie mocy, nieréwne wariancje

Klasyfikacja AMS 2000: 62F03



