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Summary 

Some remarks concerning Johnson’s SB transformation of critical values for Shapiro-Wilk’s 
W statistic and its goodness of  fit to standard normal quantiles for different sample sizes are 
presented. Two another tests for multivariate normality based on  Johnson’s SB transformation of 
W statistic are proposed. 
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1. Introduction 

There are a lot of tests for checking normality of data but as the best one, 
especially for small sample size, is considered Shapiro-Wilk’s test. Let us re-
mind this test.  

Let nxxx ,,, 21 K  be independent identical distributed variables from nor-

mal distribution and )()2()1( nxxx ≤≤≤ K  be the ordered values of 

nxxx ,,, 21 K . Shapiro-Wilk’s W statistic (Shapiro and Wilk, 1965) is given by 
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where ja  are constants  tabulated by Shapiro and Wilk (1965) and 
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. Small values of W indicate nonnormality and critical values αW  

for 50)1(3=n are also tabulated in Shapiro and Wilk (1965). 
Shapiro and Wilk propose also test based on the following transformation, using 
Johnson’s (1949) SB distribution 
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where ( )WG  is distributed as standard normal. Tables for δγ,  and ε  for sam-

ple sizes 50)1(3=n  are given in Shapiro and Wilk (1968) and Srivastava 
(2002). The lower tail of normal distribution indicates nonnormality.  
This Shapiro-Wilk’s approximated test can be easily adopted to multivariate 
case. For example Srivastava and Hui (1987) propose the following approach. 

Let nxxx ,,, 21 K  be independently distributed as ( )Σµ,pN . Let ∑
=

=
n

i
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and ( )( )∑
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xxxxS  be the sample mean and sample covariance 

matrix, respectively. Let ( )phhH ,,1 K=  be an orthogonal matrix such that 

HHDS ′= u , where ( )pu uudiag ,,1 K=D  and puu ≥≥K1  are eigenvalues 

of S. Define jiijy xh=  , pi ,,1K=  ; nj ,,1K= . Now let us take p univari-

ate Shapiro-Wilk’s statistics 
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where )()1( nii yy ≤≤K  are ordered statistics for i-th principal component. Sri-

vastava and Hui (1987) propose to take as a test statistic for multivariate nor-
mality the following one: 

( )( )( )[ ]∑
=

Φ−=
p

i

iWGM
1

ln2 , 

where ( )( )iWG  is the transformation (1.1) and ( )⋅Φ  is the cumulative distribu-
tion function of standard normal distribution. It must be mentioned that Sri-
vastava and Hui (1987) took unbiased estimate of Σ , 

( )( )∑
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n
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iin 11

1
xxxxS , instead of maximum likelihood one. However it 

was pointed by Hanusz and Tarasińska (2008) as a mistake. The statistic M, 

under multivariate normality of ix , is approximately distributed as 22pχ  as 

( )iW  are asymptotically independent and ( )( )( )iWGΦ  are uniformly distributed. 
Thus, large values of M indicate nonnormality. Of course the statistic M can be 
also used in univariate case 1=p . 
Srivastava and Hui (1987) also propose 

( ){ }iWM
pi ,,1

2 min
K=

=  

as the second test statistic, the distribution of which is approximately given by 

( ) ( )( )[ ]pxGxM Φ−−=≤ 11Pr 2 . 

This test rejects normality for small values of 2M . 

2. Remark on the approximation (1.1)  

Statisticians using the approximation (1.1) should not suppose that normal-
ity of ( )WG  improves  when  sample  size  increases. For each n  the value ε  is  
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Fig. 1. Values of αG  and quantile of standard normal distribution for 05.0=α  

-2,34

-2,33

-2,32

-2,31
0 5 10 15 20 25 30 35 40 45 50

n

 
Fig. 2. Values of αG  and quantile of standard normal distribution for 01.0=α  
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Fig. 3. Values of αG  and quantile of standard normal distribution for 1.0=α  
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taken as the minimum of W, namely 
1

2
1

−n

na
 . The constants γ  and δ  were 

evaluated by Shapiro and Wilk (1968) by means of simple least squares regres-

sion 
δ
γ
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1
, where 
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 and z is distributed as standard normal. 

Values employed in regression were quantiles pz  and pW  for 

( ) ( ) ( ) 99.0,98.0,95.005.075.025.025.005.005.0,02.0,01.0=p . Such values of p 
were to weight the goodness of fit in the tails. 

Thus the transformation of critical values αW  via (1.1) needn’t fit better 

the proper quantiles of normal distribution for larger n. It can be even worse. 

The figures 1, 2 and 3 give values of 
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sample size ( 50,,3K=n ) for 05.0=α , 0.01 and 0.1, it means for usually 
used significance levels in testing normality. Solid lines in the figures point 

( )α1−Φ .  

3. Preliminary suggestion of two other tests for multivariate normality  

Following Srivastava and Hui’s (1987) idea of Shapiro-Wilk’s (1965,1968) 
statistics for principal components of covariance matrix S and using transforma-
tion (1.1) for them two another tests for multivariate normality can be proposed. 

The first of them can be based on test function Vp , where V  is the av-

erage of ( )( )iWGVi = . Under normality Vp has got asymptotic standard 

normal distribution. The lower tail of it indicates nonnormality. 
The second test statistic can be taken as { }i

pi
VV

,,1
min

K=
=  . Its asymptotic dis-

tribution, under normality, is given by the cumulative distribution function of 

the form ( ) ( )[ ]pxxF Φ−−= 11 . The lower tail of this distribution indicates 

nonnormality. Thus critical values can be found as ( )pV α−−Φ= −
α 111 . 

Both proposed tests require investigations as to their type I error and power 
but preliminary researches seem to be promising. Figures 4 and 5 present histo-
grams of proposed test functions obtained for 1000 samples of size 10, p=2 
generated from normal distribution. Solid lines in the figures show theoretical 
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probability density function. In spite of the fact that proposed test statistics are 
not affine invariant, the histograms look similar for correlation coefficient 

0=ρ  and 9.0± . 
 

 
 

Fig. 4. Histogram for test function Vp  for 1000 samples generated from normal distribution 

 
 
 

 

 
Fig. 5. Histogram for test function V for 1000 samples generated from normal distribution 
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UWAGI O PRZYBLIśONYCH TESTACH OPARTYCH NA STA-
TYSTYCE SHAPIRO-WILKA 

Streszczenie 

Podane są pewne spostrzeŜenia dotyczące przekształcenia wartości krytycznych statystyki 
Shapiro-Wilka  poprzez transformację związaną z systemem rozkładów SB Johnsona oraz ich 
dobroci dopasowania do odpowiednich kwantyli rozkładu normalnego w zaleŜności od liczebno-
ści próby. Zaproponowane są takŜe dwa nowe testy wielowymiarowej normalności oparte o trans-
formacje statystyki Shapiro-Wilka. 

Słowa kluczowe: test normalności, test wielowymiarowej normalności, sytatystyka Shapiro-Wilka  
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