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Summary

This paper presenteme growth curve models with concomitant variab@®se of them is a
new one. These models differ with regard to theeslof concomitant variables that can be varied
for all experimental units or all time points or faoth of them simultaneously. Moreover, suitable
methods of parameter estimation and some connedbieveen them are displayed.
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1. Introduction

The growth curve method is used for the analysigaif, which are ob-
tained when the studied feature is measured anits inp-time points. This
method can be used to describe the change ofeofithe feature using poly-
nomial regression in the fixed time interval. Itused to estimate polynomial
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coefficients and elements of covariance matrix &nderify hypotheses about
equality of suitable coefficients for different ggs in considered curves. This
method was presented by Potthoff and Roy (1964).

In statistical literature one can find numerous kgaand books that contain
solutions of particular problems connected withvgfo curves. They include
among others: different patterns of covariance icegrwith the consequence of
this in parameters estimation (Lee, 1988), estwnatif variance and covariance
components in random models (ZeZula, 1993), ornsid@ of growth curve
model by taking into consideration more parameteasrices ofB than in Pot-
thoff-Roy’'s model. Those last models are nameddima of profiles or ex-
tended growth curves. The broad theory for the stiprofiles model under the
nested subspace condition was given by von Rosewinerous papers (for
example: von Rosen, 1989) and summed up in the hoiten by Kollo and
von Rosen (2005). The theory presented in that lamakpapers comprise pro-
files corresponding to different degree of polynahior the successive group
of units.

In this paper we are interested in growth curvésnasors when other va-
riables beyond the time have influence on changingied variable values in
time. The values of these additional variables lsammeasured too, and these
values can change in successive time points. Téddidonal variables are cal-
led concomitant variables. In such models we Heaxegroups of parameters.
They are polynomial and regression coefficientse Tlamber of concomitant
variables in the model is denoted$y

A few different types of dependence between thdistufeature and con-
comitant variables can be considered in those modefew cases can be dis-
tinguished when:

a) The concomitant variables values are differemt fixed for individual
units, but each of this values determine the stuf@ature value in successive
points of time. It can be for example a body mdsanamal before a fat.

b) The concomitant variables values are changeiini@, but are the same
for all experimental units. They can be e.g. mailgical elements on the field
in horticular experiments. These values charaaeasiznatic conditions in time
points and flow in the studied plant feature.

¢) The values of concomitant variables are diffefenboth of them simul-
taneously i.e. for all units and all points of tinfdhe example of this situation
can be the following: for the plants that are gromm various plots and for
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which the change of their features are studiednie,tthe contents of mineral
components in soil for all plots in the same tinoéngs can be measured too.

So additional aspects ought to be taken into cenaitbn during the mo-
delling of change of value of the feature undetuiefice of concomitant va-
riables. The following example illustrates thisuation when the dynamics of
plant fruit-bearing is considered in the time damthian must determined if:

- reaction on the influence of concomitant valuthis same for all plants,

- different group of plants can react to this iefhge in various way,

- values of concomitant variables are the samefterent for all units in
separate time points.

2. Models and suitable estimation methods
2.1. Potthoff-Roy’s method

The first model to be presented is Potthoff and’®(1964) one that does
not contain concomitant variables. It is a multishte model presented in the
following form

Y =ABT +E, (2.1)

whereY is nx p-matrix of observations of feature arexperimental units irp

time points,A is nxa-known matrix which divides experimental units an
group, B - is axq-matrix of unknown coefficients in searched polynam

growth curves ofg —1 degree;T is X p- matrix that include the successive

powers of time points from 0 tg-1 (it is Vandermon’s matrix) that defines
internal structure of observations aads a nx p - matrix of random errors. If

all units are homogeneous than= J,, whereJ, is a vector o ones, but if
observations are subject to two way classificatloen matrixA is a non full
rank. To continue our considerations in this paper, mars taken as in a one
way classification without the column of ones.

This model is considered under assumption that roiwsatrix Y are un-

correlated, but columns are correlated with comemrariance matrixz. . Ad-
pp

ditionally, a matrix of observations is a multivate normally distributed. This
assumption can be presented as
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Y ~N,,(ABT,201,)
pp

wherel, is a unit matrix oh dimension.

Estimators of parameters in this model that ardfictents in polynomials
in matrix B and covariance matrix obtained by maximum likelihood method
(Kshirsagar, 1988) are given in following form:

B=(AA)AYZIT(TE )™ (2.2)
and

5= %Y'[I = AAATATY. (2.3)

2.2 Growth curves with fixed value of concomitant &riables

In many situations, when the course of changes®ffi¢ature is related to
feature values before the study for each unit alitexhally to values of other
features, then model is the following

Y = ABT + XT+E, (2.4)

ns sp

where the matrice¥, A, B, T are the same as in model (2.1) atds nxs -
matrix of values ok concomitant variables for eachrotinits andl” is sx p -
matrix of unknown regression coefficientsgriime points. Suitable estimators
of B and [ obtained by generalized least squares method gieem in the
paper by Wesotowska-Janczarek (1996). If the camag matrix was known
there were following:

J=REZTOX - T(TET) TS 0 XAAA) Ay

where R =[Z'OXX - T'(T=T) 7= 0 XAAA) LAX] ™ (2.5)

ps, ps

and B ={[(T=*T)'T= T O (AA) ATy - (TZT) I T= T O (AA) TAXYY
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where y =vec(l"), p=vec(B) and y =vec(Y) and operatonvec() sets
columns of the matrix one under another.
If > is unknown then it can be replaced by

> =

S|k

YTI, - AAA)TATY.

2.3. Growth curve with concomitant variables changig in time and
the same values for all units

In same experiments there are additional factaas ¢hn be influenced in
the studied feature and these changing values eamdasured in considered
time points. This income ought to be taken intosideration and it can be con-
sidered in two ways. The first is when concomiteariables value are the same
for all units in successive time points and theosecis when these values are
different for each of the units and for all timemgs. Now we consider the first
of this ways.

A suitable model and parameter estimation wereepttesl in the paper by
Wesotowska-Janczarek and Fus (1996). This modeetifollowing

Y = ABT +J y'X +E, (2.6)

where the matrice¥, A, B, T andE are the same in model (2.),is sx p -
matrix of values of thesgvariables in successive time poinfsjs a vector o
regression coefficients at concomitant variablesJams the vector oh ones.

Under the assumption¥ ~ N, (ABT +J y'X;Z01,) and 2 >0 esti-
mators of parameters in this model obtained byntagimum likelihood method
were given in following form:

ns = (Y — ABT -1, 'X)'(Y - ABT -1_7'X)

B, = (AA)” A(Y -1, X)*T'(TE7T") ™

s =[1Y -1 AAA) AYZ T/ (TZ'T) 'TIZ X R,

R =[NXZ X' -1, ACAA)” AL XS T (T T) T2 X ™

2.7)
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The values of these estimators can be calculatdtébiterative method where
in the first step the following form of a matrix Wibe taken
Z=YTl, - AAA) ALY .

This model can be changed if the reaction of edcgroups units on in-
fluence the same values of concomitant variablesbsavarious. Then model
(2.6) can be written in the following (Wesotowskanczarek, 1996)

AT .
Y:ABT+AFX+E:A[B:F]{>-(}+E:ABT +E, (2.8)
wherel is aaxs - matrix where the elements are unknown regressefi-
cients between the studied featyreand concomitant variables for eachaof

group. EstimatorsB™ i ¥ can be obtained from (2.2) and (2.3Biand T will
be replaced byB™ i T".

2.4. Growth curve with changing in time concomitantvariables and when
their values are different for all units in all time points

Now the values of studied feature depended concomitant variables for
each ofn units as previously but their values are differemteach ofn units
and for each op time points. Experimental data are composed ofrixa of
the studied feature values takenroanits inp time points angh NX < - matri-
cesX; (i =1,...,p) of values ofs concomitant variables intime point for each
of n units. Here there are two cases, too. The firathen changes of values of
concomitant variables in eachiefime point are random and independent from
time and the other if concomitant variables valaeschanged in time too.

A) First case

In the first case the concomitant variables valoasnot be marked in the
model, together with growth curve, but this chathgés cannot be omitted. It
can be done by proper estimation of covarianceixa&uitable method of es-
timation growth curves with elimination of concoanrit variables changeability
was proposed in the paper by Wesotowska-Jancza(#k7j. It is a two-stage
method. In the first step regression coefficientge aestimated
Y: =[VigsVios--Vis] for eachi =1,...,p time points using linear regression
relation betweerrcolumn of matrix Y =[y,,y,,....y ,] andy; usingnxs -
matrix X;. Then
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y, =Xy, +g, dla i=1..,p. (2.9)
From here estimator of, obtained by the least square method is
Y= OX) XY for i=1..,p (2.10)

andn estimator of covariance matrix for observationgrixa can be obtained
usingn-dimension vectors of residuals

N

u =y, - Xy, fori=1.,p. (2.11)

Then these vectors can be put together into a xnlltri- [ul,uz,....,u p] , and
an estimator of covariance matriX that must bé used into Potthoff-Roy
method in (2.2) to estimate curves is the following

S=UTI,-AAA™"AU (2.12)

It is worth noticing that if values of concomitardriables are the same for all
units in individual time points i.e.

X =3, 0%, %,-.0%g]  1=1...,p (2.13)

ns

thenin (2.12) there is
UTI -AAA)TANU =YTI - AAATATY (2.14)

(see Wesotowska-Janczarek and Kohska, 2008) and estimators obtained by
two-step methods are the same as gained by PaRlogf§ method.

B) Second case

In the case when concomitant variables values hamging in time, the de-
pendence between featureyadind concomitant variables ought to be taken into
consideration in the model.
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A proposal for the model is the following
y =(T'0 A)vec(B)+ Dy +e (2.15)

wherey =vec(Y), v =[y',75,....,¥,]', B =vec(B), O is a Kronecker prod-
uct of two matrices anD is np x ps - matrix of the form:

X, O 0
D=0 X, 0 |=diag(Xy, X,y X,), (2.16)
np,sp | e T

0 0 X

and matrices ofX; are the same as in formula (2.9).
This linear model (2.15) can be written as:

y=[(T'DO A)ED]P}+e (2.17)
v

B1) %, =0’l,

If the feature in time points is uncorrelated, ttep= o (I, O | ») then using
least square method estimators of vector of paensi@an be obtained in the
form:

g] [TT'OAA  (TOA)D|'[TOA
Pl=] e DT Ty (2.18)
71 [D'TODA: DD D
If moreover X, = X, =...= X, =X thenD =1, X and
Bl [TTOAA TOAX][TOA
A ] R R . (2.19)
1T OXA) 1O0XX | [10X

If additionally condition A’X =0 be fulfilled then
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B=[(TT)* O (AAYTOA) =[(TT)"'TO (AN Ay
and (2.20)
7= 0(XX)H)(1 O X)y =[1 O(XX)" Xy

and then these formulas can be written as:
B=(AA)AYT(TT)™

and (2.21)
[ =(XX)?XY where [ =[§,.4,,..7,]

and it is means that the estimator of coefficiemtgrowth curves is the same as
given by (2.2) withz = g?1 .

BZ)iyZ%DIn

If the known covariance matrix in (2.17) is diffaterom o’ np then to
estimate matrices of parameters the generalizest Bspuares method can be
used. Then the normal equations are as follows:

F D,A}(z 01,)7 T 0A D]M = F D,A}(z 01,)%y
D 7 D

and the estimator of vector of parameters is

B|_[T='T'ODAA (TZ'OA)D T TstoA
’ D'(z*0O1,) :D'(Z*01,)D

- D'(=01,)

}y . (2.22)
Y

These estimators can be written in the form:

7=R{D(E"01,) - T T) T2 D ARR  A)ly
where (2.23)
R ={D'(Z*O [, )D- D[Z*T' (M= T) " T= ' O AAAAID}
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and B={[(T=T)'T= O (AAA]D
[l -DR'D[ZT'(TE ) T= 0 ALAA) ™ -DR D' O 1)y,

If additionally X, =X, =..X =X, then D=1, 0 X and the estimators

of B andy are the same as in (2.5) for model (2.4). Moreowehe covari-

ancelmatrb{ is not known, then as the estimator can be takenatix
= EY'[I N AAA)TATY.

3. Concluding remarks

The growth curve with concomitant variables is tinethod to which prob-
lems of polynomial regression with multiple regiessare connected.

The review of known models and proper estimatiorthods is supple-
mented by a new model for growth curve with condanti variables, whose
values are different for all units and for all tirpeints simultaneously. This
model (2.17) and the proper parameter estimatidhodewvas considered under
assumptionsz, =¢?l, and =, =301,.

A choice of the proper model and suitable estinmatieethod ought to be
compiliant with the problem character and data Hratthe disposal of the ex-
perimenter.
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WYBRANE MODELE
| METODY ESTYMACJI PARAMETROW
W KRZYWYCH WZROSTU ZE ZMIENNYMI TOWARZYSZ ACYMI

Streszczenie

Dla problemu krzywych wzrostu ze zmiennymi towaeagymi dokonano przegtiu réz-
nych modeli uwzgldniajac trzy przypadki zrénicowanych wartéci zmiennych towarzyszych
dla: r&nych jednostek, dla peiych punktdw czasowych oraz jednogze dla obu z nich. Podano
odpowiednie metody estymacji parametréw igaki zachodace miedzy nimi. Model i estymacja
parametréw dla najbardziej ogolnego trzeciego z eyionych przypadkdéwasnowa propozyciy
zawart, w tej pracy.

Stowa kluczowe krzywe wzrostu, zmienne towarzyse, liniowe modele matematyczne, estyma-
cja parametrow.

Klasyfikacja AMS 2000: 62J12



