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Summary

Scatterplots are overwhelmingly often used in namgtbranches of science. Unfortunately,
they fail when the number of points in a plot iswkarge. Graphing hexagonally binned data is
one of the efficient ways of dealing with such attans. This paper shows the application of a
display of hexagonally binned data for a three-yadd experiment with spring barley. The dis-
play is compared with regular scatterplots and istiown that it provides information about a
relationship when regular scatterplots fail, evesspite of employing very small symbols and
jittering. We also provide the code that was useprbduce the graphs in R environment.
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1. Introduction

Scatterplots are commonly used to visualize bivar@ multivariate (by
means of scatterplot matrices) data. Their advastagnnot go unnoticed: they
are one of the best tools to show patterns andasties in a bivariate data set
(Cleveland 1994, Jacoby 1997), so their overwhedmapplications in both
exploratory data analysis and data reporting casugrise.
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Fig. 1. Atrellis display of scatterplots of number ofikels per spike versus mean thousand kernel
weight for combinations of cultivar, sowing datelamear; for each such combinations, data for
four N doses (0, 30, 60 and 90) are pooled

Scatterplots do have, however, an important dralwhbden there are very
many points to be presented in one plot: relatipsshetween the variables are
difficult to grasp (e.g., Martinez and Martinez 20@avis et al. 2006). See for
example Figure 1, picturing a relationship betweember of kernels per spike
and thousand kernel weight in combinations of eatti(Rasbet and Rastik),
sowing date (early and delayed) and year (19991 20@ 2002). Refer to Goz-
dowski et al. (2007) for a detailed descriptiontlu split-plot experiment, in
which the cultivar x sowing date combination cams$éd main plots, whereas
nitrogen rates (0, 30, 60 and 90 kg/ha) the subptbere were four replications
for each combination. At harvest, for each replicaplants were taken for mea-
surements from two 1-meter length rows (givingahea of 0.22 A); and among
other traits, number of kernels per spike and thodskernel weight were ob-
served for each spike (in this paper we use omgdhwo traits). For the present
paper, we pooled the data from the N doses sartleaich such combination there
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were observations for many spikes (ranging from31i6r Rastik, early sowing
date in 2002, up to 2479, for Rasbet, early sowatg in 2001).

From Figure 1 it is difficult to say anything abdbe relationships. Some
of them look slightly linear (e.g., for Rasbet dRastik, delayed sowing date in
2001), but one cannot be sure of that becauseeokéhious overlap of the
points. We can try to reduce the size of the pigtsymbols, but that does not
seem to help here, still due to the overlap of {meirsee Figure 2. Sometimes
jittering (Cleveland 1994) can help—see Figure 8reHit helped a little, but
still the relationships are hidden behind all tlngs and their overlap; it is
rather difficult to grasp the relationships here.
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Fig. 2. The same scatterplots as in Figure 1, but witbtg drepresenting points

An efficient way of visualizing such data is by fieg binned data instead
of all the points (Carr et al. 1987); unfortunatelyis graphical method is not
too popular, and quite likely is little known amoregearchers. The aim of this
paper, then, is to present the application of playsof hexagonally binned data
(Carr et al. 1987) for a three-year field experiimaith spring barley, and com-
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pare its usefulness with a regular scatterplots Will be done in the second
section; in the third section we will provide R (evelopment Core Team
2009) code for the graphs, while in the fourth wik summarize the results.
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Fig. 3. The same scatterplots as in Figure 2, but witerjgdded to no. of kernels per spike in
order to reduce the effect of the overlap of thim{zo

2. Hexagonal binning

The idea behind graphing binned data is very simiplgtead of plotting
single points, they are combined into bins, andoihe are plotted with symbols
that are either sized or colored according to thguency within them. Despite
this simplicity, the technique is very efficientnfdrtunately, it has rarely been
used in life sciences. For example, Genton e280§) applied it for the analy-
sis of spread of fires, with longitude latitude rfing x- and y-axes, respec-
tively; the frequency in bins was represented by bins’ size. Kraja et al.
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(2007) used a similar method for the scatterplovarious inflammation and

procoagulation biomarkers against the National €$terol Education Program
(NCEP) metabolic syndrome categories, which isalitative variable. Another

type of hexagonal binning is the density distribotsunflower plot, also used
as an alternative to scatterplots. Dupont and Plem{i2003) applied it to pic-

ture a relationship between BMI and diastolic blpoedssure for subjects in the
Framingham Heart Study (Anonymous 1997); the rebeas used both color
and symbols to determine the frequency within ting.b
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Fig. 4. A trellis display of plots of hexagonally binnedtd for the same data as plotted in Fig. 1

As suggested by Carr et al. (1987) and discussewitkinson (2005),
hexagonal bins are more efficient than rectangorfes in helping the viewer
seeing the patterns in data. Here we will follows thdvice and use hexagonal
binning, with shades of grey representing bin fesgpy. The algorithm used for
hexagon binning is reported in detail by Lewin-K{#009), distributed as a
vignette with the hexbin package (Carr et al. 20809R. Figure 4 shows how
this technique works. As shown by legend, darkes bepresent higher density.
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Fig. 5. The same display as that in Fig. 4, but withuelib cyan colormap (the online version of
the papers is in color)

Figure 5 is very similar, but instead of shadegrefy, a blue to cyan colormap
is used, with the brightest color representingtigéest density.

Clearly the plots in Figures 4 and 5 representddua better, showing re-
gions of higher and lower density, which informatiwas rather difficult to
notice in Figures 1-3. Compare, for example, pafeglfastik and Rasbet, early
sowing data in 2002 (two right panels in the plote)Figures 1-3 these two
panels do not seem to differ, but from Figures d aut is clear that this is not
true—for Rasbet for much more spikes a very smaihloer of kernels was
observed, which was the case for rather a smallbeuraf spikes for Rastik.
Now let us compare panels for Rasbet, delayed gpdare in 2001, and Rastik,
early sowing date in 2001. Although in Figures th8y look quite similar, Fi-
gures 4 and 5 reveal that for the latter for mquikes greater thousand kernel
weight was observed than was the case for the .ldttessummary, from the fi-
gures we see that number of kernels per spike frousand kernel weight are
usually positively related, although the relatiapskaries from very week (e.g.,
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for Rastik, early sowing date in 1999) to quiteosty (e.g., for Rasbet, delayed
sowing date in 2001); some specific relationshiggenalso noticed (e.g., for
both cultivars in 2002 for early sowing date).

3. Software and code

Figures 1-3 were constructed with the function gyolf the lattice package
(Sarkar 2008) of R (R Development Core Team 20@8jle Figures 4 and 5
with the hexbinplot function of the hexbin packg@arr et al. 2009) of R. Here
is the code we used to produce the figures.

First, let us see the structure of the data.bim d&me (note that it was
prepared before the analysis in order to make #ae g factor instead of a nu-
meric variable):

> str(data.bin)

'data.frame’ 22573 obs. of 5 variables:

$ year Factor w/ 3 levels "1999","2001",..: 1111
111111..

$ cultivar Factor w/ 2 levels "Rasbet","Rastik" 1222
2222222..

$ sowing.date :Factor w/ 2 levels "delayed","ear ly= 222
2222222..

$ kernels int 5571271213141712 ...

$ kernel.weightnum 0.014 0.014 0.0171 0.0192 0 .02 ..

We will needattice =~ andhexbin packages:

> library(lattice)

> library(hexbin)
In case of lack of the hexbin package (latticeuigpdied with the basic installa-
tion of R), one can simply install it by typing

> install.packages("hexbin™)

Now let us construct Figure 1, which will later lgghtly updated to con-
struct Figures 2 and 3:

> figurel <-

xyplot(kernels ~ 1000*kernel.weight | year + sowin g.date +
cultivar,

data = data.bin,

type = c("p", "g"), layout = c(6, 2), col =1,

ylab = "No. of kernels per spike", cex = 0.5,

xlab = "Thousand kernel weight (g)",

between = list(x = c(0, 0, 0.5, 0, 0), y = 0.5))
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We can now print the figure within the console:

> print(figurel)
or to pdf:

> trellis.device("pdf", file = "Figure 1.pdf", widt h =7,
height = 6)

> print(figurel)

> dev.off()

Now let us draw Figure 2; for this, we only needipalate théigurel  ob-
ject:

> figure2 <- update(figurel, pch =".")

> print(figure2) # or to pdf as before

Figure 3 is produced by updating Figure 2 by addingmall amount of
random noise to number of kernels per spike, sedditter (Cleveland 1994);

however, the functionrellis.update , used before, can change neither the
formula nor the data, so we have to produce thefm scratch:
> figure3 <-
xyplot(jitter(kernels) ~ 1000*kernel.weight | year + sow-

ing.date + cultivar,

data = data.bin,

type = c("p", "g"), layout = ¢(6, 2), col = 1,
ylab = "No. of kernels per spike", pch =".",
xlab = "Thousand kernel weight (g)",
between = list(x = c(0, 0, 0.5, 0, 0), y = 0.5))

> print(figure3)

Now let us draw Figure 4, with the helprekbin packake. Fortunately, it
is based omattice , and so the formulas will not differ too much frahose
above:

> figure4d <-

hexbinplot(kernels ~ 1000*kernel.weight | year + so w-
ing.date + cultivar,

data = data.bin,

layout = c(6,2), type ="g",

ylab = "No. of kernels per spike",

xlab = "Thousand kernel weight (g)",

between=list(x = ¢(0,0,0.5,0,0), y = 0.5))

> print(figure4)

We can finally use color (here we use the blacky@n colormap) instead
of shades of grey, and add the border to the hitise legend:

> figureb<- update(figure4, colramp = BTC)

> figure5%legend$right$args$colramp <- BTC

> fig5$legend$right$border <- "black”

> print(figure5)
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And this is it. If someone wants to get rid of thed from the panels
(which actuallyis very helpful—see Cleveland 1994 for the discussitiren it
suffices to updategurel -figure3  objects by

> update(figurel, type = "p")

Forfigure4  (orfigure5 ), we need to do the following:

> update(figure4, type = NULL)

Or alternatively, one can simply remove the argument from the origi-
nal functions whatsoever.

4, Conclusion

Hexagonal binning can be very helpful in discovgrpatterns from large
data sets. Of course, it is not the only type ot ghat can be employed, one of
examples being a plot of bivariate kernel densityneate. However, the display
of hexagonally binned data has this important athge that it resembles a
scatterplot, so its interpretation is rather ed8ilinson 2005). Although prac-
tically nothing interesting could be seen from smglots in Figures 1-3, he-
xagonally binned data plotted in Figures 4 anddved to be efficient in sho-
wing the relationships. Constructing graphs in Raigly straightforward once
one knows a general formula framework for thece  package, which itself
is quite straightforward too.
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WIZUALIZACJA DWUWYMIAROWYCH ZALE ZNOSCI
PRZY POMOCY DANYCH POGRUPOWANYCH
SZESCIOKATNIE

Streszczenie

Wykresy rozrzutu sniezwykle cesto wykorzystywane w wielu dziedzinach nauki. Neg¢gt
kiedy na wykresie znajdujeesbardzo duo punktow, ich éyteczndé jest niewielka. W takich
sytuacjach gyteczne mee okazd sie tworzenie wykresu dla danych pogrupowanych wécne
katy. W tym artykule przedstawiamy zastosowanie @iiwrykresu dla trzyletniego éeiadcze-
nia polowego zgczmieniem jarym. Poréwnanie wykresu z klasycznyrknegem rozrzutu wyka-
zalo, ze dane pogrupowane w $emkaty pokazujy zwiazek midzy zmiennymi, w przeciwie
stwie do wykresu rozrzutu, nawet pomimo zastosoavéairdzo matych punktow i ich losowego
rozproszenia. Artykut zawiera réwii&od, ktdry zostat wykorzystany do stworzenia wgdne w
srodowisku R.

Stowa kluczowe:wykres rozrzutu, grafika, wizualizacja
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