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Summary 

The paper presents two methods of calculating the sample size to test hypothesis about two 
means equality with unknown and equal variances. Sample sizes for chosen differences in means 
d and standard deviations were calculated using the first method. The working of the second 
method was examined by means of the Monte Carlo simulations and the results were presented in 
histograms. 
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1. Introduction 

For testing hypothesis it is important to plan the sample size in order to 
control the power of the test. The sample size should be large enough to detect 
important differences between populations with high probability. On the other 
hand, the sample size should not be too large because unimportant differences 
might become statistically significant and the study may become too costly and 
time-consuming. Sample size planning is therefore the integral part of the ex-
periment designing (Desu, Raghavarao 1998; Netter and all. 1996). 
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The sample size required in testing of hypothesis depends on: 
– Significance level α and a power of a test β−1 . Increase in the sample 

size reduces the chance of making a I type error. 
– The size of the smallest real difference between means which is worth de-

tecting. The smaller the difference is needed to be detected, the larger sample 
size is usually required. 

– The variation of the studied characteristic. Smaller variation is better. 
Two normal distributed populations with the same variance were consi-

dered. The way of calculating adequate sample size for testing hypothesis about 
means equality against the one-sided alternative hypothesis depends on whether 
the standard deviation is known or not. If it is known, the following formula can 
be used to calculate the sample size: 
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where σ  denotes the standard deviation, d is the difference between population 
means to be detected, αz , βz  are standard normal percentiles and ][ ⋅  denotes 

entier function. 
If the standard deviation is not known the method using upper bound of 

standard deviation as well as its estimator or the method based on a two-stage 
procedure using the initial sample size implemented by Stein (1945) could be 
used. In the paper the sensitivity of the first method to the change of the esti-
mate or upper bound of σ  was examined as well as the influence of the choice 
of initial sample size on the results in the second method. 

2. Testing of hypothesis about 1µ  and 2µ  when 2
1σ  and 2

2σ   
are unknown and equal 

 
Let us take two random samples 21, XX  both of sizes n  from the normal 

distributed populations with means iµ  and unknown variances 2iσ  (i = 1, 2) 

and assume that 22
2

2
1 σσσ == . We wish to test 210 : µµ =H  against the one-

sided alternative 211 : µµ >H  with the significance level α . 
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a) The first method is based on the following theorem suggested by Coch-
ran and Cox (Desu, Raghavarao 1990, p.31). 

Theorem. The sample size n  needed to give a power of β−1  when 

)0(21 >=− ddµµ  for a one-sided α -level test of 210 : µµ =H  is 12/ +ν , 

where v is the smallest positive even integer satisfying the following equation 
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where 
∧
σ  is an upper bound of σ  or an independent estimate of σ  and α  is the 

significance level. 
 

Equation (2.1) transformed to the form of  
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is solved iteratively with regard to ν . In the first step, the Student’s t  percen-
tiles in (2.2) are replaced with standard normal percentiles and ν  is obtained. If 
[ ]ν  (entier of ν ) is an odd number then in the next step ν  is calculated putting 
Student’s t  percentiles with [ ] 1+ν  degrees of freedom to the right side of (2.2). 
When [ ]ν  is an even number calculations are stopped. 

 
b) The second approach is based on a two-stage Stein’s procedure (Stein, 1945). 

The following steps are: 
• The initial samples of size 0n  from each of the two populations are taken. 

• Value of ( )( ) 2
,,

2 2/ −+= νβνα ttdc , where ( )12 0 −= nν , is calculated. 

• Value of [ ]{ }1/,max 2
00 += csnn  is determined for the pooled variance 

2
0s  of these two samples. 

• When 0nn > , 0nn −  additional observations from each of the two 

populations are taken. 
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3. Results and discussion 

The problem of the first method is the choice of 
∧
σ . Therefore, the influ-

ence of the choice of 
∧
σ  on sample size in (2.1) was verified. The results are 

partially presented in Table 1. 
 

   Table 1. Sample sizes n calculated from (2.2) depending on d and 
∧
σ  when  

 
 5.1=d  2=d  5.2=d  3=d  

2ˆ =σ  17 10 7 5 
2ˆ =σ  32 18 12 9 

2.2ˆ =σ  38 22 15 11 
5.2ˆ =σ  49 28 18 13 

3ˆ =σ  70 40 26 18 

 

It can be said that slight changing of 
∧
σ  considerably affected the sample size 

(rows corresponding to 2=
∧
σ , 2.2=

∧
σ  and 5.2=

∧
σ  in Table 1). 

It is worth comparing the results given in Table 1 to these obtained when 
the standard deviation σ  is known. Then, the formula of the sample size is 
given by (1.1). Some of the results are presented in Table 2. 

 

    Table 2. Sample sizes n calculated from (1.1) depending on d and 
∧
σ  when  

 
 5.1=d  2=d  5.2=d  3=d  

2ˆ =σ  16 9 6 4 
2ˆ =σ  31 18 11 8 

2.2ˆ =σ  37 21 14 10 
5.2ˆ =σ  52 30 19 13 

3ˆ =σ  69 39 25 18 

 
Comparing the results from Table 1 and 2 shows that the sample sizes received 
from the formula given by (1.1) and (2.2) are very close. It means that using the 

method of calculating the sample size based on the upper bound of σ (
∧
σ ) gives 

the adequate sample size, not too large, only when 
∧
σ  is taken correctly. Too big 

value of 
∧
σ  causes redundant increase of sample size. 

 

1.0,05.0 == βα  

1.0,05.0 == βα  
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Fig 1. Frequency of simulation results histograms for                          and for initial sample 

                                                              sizes   
 
The problem of the second method is connected with the choice of the ini-

tial sample size n0. There are no indications what the value of n0 should be. To 
examine this method the Monte Carlo simulations were carried out. The normal 
distributed observations were generated with some chosen parameters for dif-
ferent initial sample sizes n0 by means of the pseudorandom number generator 
implemented by Matsumoto and Nishimura (1998). Nominal significance level 
was taken as 0.05 and the power of a test as 0.90. The sample size n was calcu-
lated for each of 10000 simulations and some of the results (for d = 3 are shown 
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in the histograms in the Fig. 1. Fig. 1a shows (for n0 = 5, d = 3 and 2ˆ =σ ) that 
the simulations indicate values of n from 5 to 19. In addition, the calculated 
value of n was 5 for 60.6% of the simulations, 6 for 13.69% of the simulations 
and values of n were between 14 and 19 for a slight percentage of the simula-
tions. It can be found that the increase of n0 with a unit considerably raises the 
percentage of the simulations for which no additional observations are neces-
sary (Fig. 1a - d). It is worth noticing that for d = 3 and 2ˆ =σ  value of d = 5  
was obtained from the first method (Table 1).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2. Frequency of simulation results histograms for 2ˆ,3 == σd  and for initial sample sizes  
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Some of the results for others fixed 0n , differences d  and standard deviations 

are presented in Figures 2 and 3. Obviously, the larger the variance is, the 
smaller a percentage of the simulations is (e.g. for 5=n , from 0.606 to 0.16 Fig. 
1a and 2a) and the range of the outcomes of simulations is wider (to 19 in 
Fig.1a and to 43 in Fig. 2a). Comparing figures 1b and 2b and figures 1d and 2c 
similar findings were achieved. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Frequency of simulation results histograms for chosen values of d,     and initial sample 
sizes 100 =n  and 400 =n . There are values of n received by the first method in rectangles 

4. Remarks 

The first method is sensitive to a choice of the estimate or upper bound of 

standard deviation, 
∧
σ . A small increase in the value of 

∧
σ  causes a considerable 

increase in n. For correctly chosen 
∧

σ  the method gives results very close to 
these calculated when the standard deviation is known. 

The second method using the initial sample can be applied when there is no 
information about the standard deviation of examined populations because this 
initial sample gives the estimator of σ . 
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On the basis of simulations it can be said that the initial value n0 in the sec-
ond method was sufficient in 50 - over 60% cases when 0n  was equal to the 

sample size obtained by the first method (Fig. 1a, 2d, 3a, 3b). 
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O LICZEBNOŚCI PRÓBY W PRZYPADKU TESTOWANIA  
HIPOTEZY DOTYCZĄCEJ RÓWNOŚCI DWÓCH ŚREDNICH 

Streszczenie 

W pracy przedstawiono dwie metody wyliczania liczebności próby w testowaniu hipotezy 
dotyczącej równości dwóch średnich przy załoŜeniu równych, ale nieznanych wariancji. Wyzna-
czono odpowiednie liczebności dla wybranych róŜnic między średnimi d oraz odchyleń standar-
dowych przy uŜyciu pierwszej metody. Działanie drugiej metody sprawdzono za pomocą symula-
cji Monte Carlo a otrzymane wyniki zaprezentowano na wykresach. 

Słowa kluczowe: testowanie hipotezy, liczebność próby, symulacje Monte Carlo 
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