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Summary

Estimation of relative potency of several test grafions with respect to one standard
preparation is considered. The hypotheses abouitasiy of preparations and the relative
potencies for multivariate responses and properftestions are presented. Some reduction of
full linear multivariate model to chosen test pmgp@ns or to some traits in responses is
proposed. For such a reduced model, some choic&cesasare defined. Proper hypotheses and test
functions in the reduced model are presented.
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1. Introduction

Estimation of a potency of test preparation retativa standard preparation
for multivariate responses has been consideredaimyrpapers (e.g. Carter and
Hubert, 1985; Hanusz, 1999; Meisner et al., 1986,R 954; Vglund, 1980).
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The relative potency estimates a dose of the tegigpation which produces the
same response as unit dose of the standard priepatatthe paper we consider
estimation of the relative potency for multidimemsl responses, enclosed
different measurable traits affected by preparatidn multivariate setting we
expect that for all traits in the responses the&rgt® common relative potency.

In the paper we consider estimation of potenciesewéral test preparations
with respect to one standard preparation. Moreaverrestrict our attention to
so called parallel-line assays, where responses pgvallel regression lines
opposite to logarithm of doses of the preparatigvishout lost of generality, we
regard completely randomized assays, where dosdbeofpreparations are
applied to homogenous experimental units. Additignawe assume that
responses are independent and have multidimensmonalal distribution with
the same covariance matrix.

In the relative potency estimation two hypothesesad the main interest.
The first one checks parallelism of assays, wharfioms similarity of tests and
the standard preparations. The second one cheakthierhvector of log relative
potencies satisfies equality between model parasiete practice, however,
both hypotheses are not always accepted. Thenaweanclude that we are not
allowed estimating relative potencies of all testparations for considered
responses. In the paper we offer another solutiamely, we propose farther
analysis considering chosen test preparationsroe dtaits in responses. In both
cases we define proper hypotheses and test fusction

In Section 2 we define full model of preparations. Section 3 we
formulate hypotheses and test functions. In Sedtiore present model and the
hypotheses in the reduced model to some test @tpas. In Section 5 we
restrict our attention to some chosen traits inrég®ponses. Some conclusion
remarks are formulated in Section 6. Applicatiortraf theoretical results of the
paper is presented in the second part.

2. Linear model of responses for preparations

Let us considet test preparation:T, ,.... T, and one standard preparati@n
Let us assume that preparations are applicv; =2 2 doses(i = S,Ty,..., T;),
respectively. Let us denote tu; the j—th dose of thei-th preparation
(=ST,...T;i=1...,v;), and by x; the logarithm of the doseu,
(X = Ioguij ). We assume that each dose of preparation is #tened ton,

homogenous experimental units. Moreover, let usragshat preparations have
impact onp traits producing>-variate responsyiy =[VYik1, Yijk2:---» Yikpl »
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1=ST,....T;; j=1...,v;; kK=1...,n;. Let responses be in linear relations
with logarithms of doses, namely,

Yik =0 +Bi% +e, (2.1)

where  @; =[03,05,...,0;p]’ denotes  vector of intercepts,

Bi =[Bi1,Bi2,---,Bip]" — vector of slopes e =[€j1,Ejk2:---+Gjkpl —
vector of errorsi =S,T,,...,T,; j=1...,v;; Kk =1...,n;. We assume thaeijk

are independent and normally distributed with midlan and covariance matrix
Y of the sizepx p.

To describe the total model of observations, ledesote byYS,YTl,...,YTI

matrices containing all responses for the standamd test preparations,
respectively. Namely

Yi =Yg Yiag o Yivge Yo, 10 158 T T

~0oono-
responsesfor

0o %IZI -
the first dose responsesior

thelastdose
Then, the model of all observations can be destiinéhe form
Y =X0 +E, (2.2)

where Y:[Y;,YT’l,...,YT't]' denotes nx p matrix of all responses,
X =[Aq,Ag] is known nx2(l+t) design matrix, where

Ay = diag(lns,lnTl ""'1”Tt) denotes block diagonal matrix having vectors

of ones on the diagonal, aiAg = diag(xS,XTl,...,th) is block diagonal

matrix having on the diagonal vectors of log of allministered doses of
Vi

preparations, ann; = Znij denotes number of experimental units wheth
j=1

preparation was administere(n = Zni is the total number of all

i:S,Tl,...,Tt
experimental units. Moreove ® =[A',B']', where A':[as,aTl,...,aTt]
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and B’ =[BS,BT1,...,BTt] denote unknowi px (t +1) matrices of intercepts

and slopes, respectivehE =[E,E7,...,E;] is nxp matrix of errors
connected with the matriX.

3. Estimation of relative potencies in parallel-lie assays

Test preparationT,,.... T, can be compared with the standard preparation

Shy their relative potency if their impact on expgntal units is similar. This
similarity means that slopes in the model (2.2)eaeal, i.e. the same change of
dose of preparations should produce the same cludmgsponses.

3.1. Testing similarity of preparations

Similarity of test preparations and the standarel isrformulated by a following
hypothesis

H;:CO=0, (3.1)

xp !

where C =[04x(t+1),~1;,1¢], and 1, denotes vector of ones, |, — identity
matrix of the sizet. The hypothesisHE is tested against the alternative

H% :CO % 04« It is easy to notice that the hypothesis in (&I§quivalent to

Hg (B, =Bs) O(By, =Bs) C...0(By, =Bs). The hypothesis (3.1) can be

tested using.ambda—Wilkgest function of the form (Krzko, 2000; Muirhead,
1982; Rao, 1973)

[SSE

) [SSE+SSH' 52

where

SSE=(Y - X0)'(Y - X0),

0 = (X'X) XY, SSH=(CO)'[C(X'X)tcT(Co),
and| | denotes determinant.
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The test statistic (3.2) can be transformed tddha (Meisner et al., 1986)

A= 1 (3.3)

‘It +lc(x'x) e ‘1(Cé)SSE”1(Cé))" '

-t+
p-t 1jln/\ has an asymptotic

When (3.1) is true the—(n—rank(x)—

x%t distribution withpt degrees of freedom.
p-t+1

The hypothesis H'? is rejected if — (n - rank(X) - jln N> X%t,a ,

where Xpto is a critical value of chi-square distribution for degrees of
freedom and significant lev a .

3.2. Hypothesis about relative potencies of test @parations

Test preparations are similar to the standard patipa if the hypothesis
(3.1) is true (is not rejected). Let us assume thathypothesis (3.1) is not
rejected. Then the model (2.2) can be transformélde following form

Y =XO@+E, (3.4)

where X = [A,.X] is a newnx(t+2) design matrix containing the only one
vector X :[X'S,X'Tl,...,x'Tt]' instead 01A|3, 0 =[A",B]', whereB in ® of

(2.2) is replaced b , the common vector of slopes for all preparations.

In the model (3.4) we test a second hypothesis talogurelative potencies of
the form

HO:C,0 =04, (3.5)

where C,, =[~1;,l,p] and p =[Hy,...,l;]" contains log potencies of test

preparationsT, ,.... T, versus the standard preparati®nLet us note that the
hypothesis (3.5) is equivalent to the hypothesis
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0 ap —ag+Up=0,.
i:l...,tuT' os*HiP=0p

The hypothesis (3.5) is tested uslrambda—Wilkgest function

[SsH
[SSE+SSH(p)|’

Np) = (3.6)

SSE=(Y - X0)'(Y - X0), 0 = (X'X) XY,
SSH(u) = (C,0)'[C, (X'X)C,1%(C,0).

It is easy to notice that the test functi/\(u) depends on unknown vectp.

Truthfulness ofHS in (3.5) depends on maximum likelihood estimepy
which maximizes the test function (3.6) (Meisnealket 1986). If the hypothesis
Hl? for p is not rejected thep is considered as estimatepuf The hypothesis

HS is rejected if

S -t+1 min/\ ~
—(n—rank(x)—p 2+ +1_mm/(\lzl)l)]|n/\(ll)>)(;2n,av

where min/\(],l) denotes minimum o/\(u) (Williams, 1988), ancxﬁw is a

critical value of chi—square distribution fpt degrees of freedom and significant
level a.

4. Estimation of relative potencies in reduced mode

In the previous section, estimation of the vectbiog relative potencies
p of t test preparations relative to one standard préparéor p dimensional

responses was presented. In practice, however,hypibtheses (3.1) and (3.5)
are frequently not accepted. In such cases we peojmorestrict consideration to
some selected test preparations or some traitesiponses. In this section we
present a method which reduces the model (2.2) noodel which confirms
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truthfulness of both hypotheses and in the consemuallows estimating the
relative potencies.

Let us assume that we would like to selédest preparations'l'il,~-~
having similar impact on experimental units, whi; (] =1...,t") is an index
of chosen test preparations. Consequently, in théein(2.2) we have to select
in' Y the responses of tests preparations and the standard one. Simifaoy
the matrixX we have to select the corresponding rows, and flarparameter
matrix @ — the corresponding columns. Let us define tworicegM andM ;.
The matrixM will select the rows of andX, but the matrixvVi; will choose the
corresponding parameters fr@nand columns fronX.

The matrixM of the sizen’ XN, where n = Zni , has the following
=S,y Tige

T

i

form

) Iy fori=]j
M =(5;) =Ty T ? djj = Onxn. elsewhere
j=ST, T, v

The matrixM; of the size2(t" +1) x 2(t +1) has the following form

1 fori=]

My =1, 0A, A=(0)) i=s .2 Ojf = {O elsewhere

j :S,Tl’. . "Tt

where [ denotes Kronecker product of matrices.
We illustrate constructions & andM ; by Example 1.

Example 1.Let us consider experiment with two test preparsi; andT, and

the standard preparati@ influenced orp measurabléraits. The model (2.2) of
the responses takes form

Y =X0O+E,
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YS
whereY =| Y, | is of the sizenxp, n=ng+n, +n. , X :[Au,Aﬁ] is of
Yo,
1“5 OnS OnS X S OnS O nS
the size nx6, where A, =10, 1, O, |, Ag=|0p Xq, 0nT1 ,
0, 0, 1, 0nT2 0nT2 X,

A
®=LJ is 6xp matrix of parameters, A=[aga 0],
B:[BS’BTI’BTZ]"

Let us assume that we would like to select obsemstconnected with the
standard and second test preparation. (ns + nTZ)X N matrixM has the form

M = [I Ng Onsanl Onsanz }
OnTZXnS OnTZ XnTl I nTz
o 100
The matrixM, is equal ttM, =1, A, whereA = 00 1l

It is easy to show that
MY YS MX M Il 1n5 Ons XS Ons
BASRE "0, L, 0 x|
M10 =[os,ag,.Bs.Br,] - ®
Using matriceM andM ; the model (2.2) takes the following form
Y, =X10, +E;4, (4.1)

whereY, =MY , X, =MXM], ©®,=M 0.
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Under the assumption of Section 2, observationsixrY; in (4.1) hasn'x p
variate normal distributionY; ~ Nn*Xp(X1®1’|n* 0X;), where X, is

unknown px p covariance matrix. Maximum likelihood estimatofs®, and
)N are given by é)l = (X1X1) XLy, and

- 1 A -
X = F(Yl - X10,)'(Y1 - X10,).

4.1. Testing similarity of the selected test prepations

The hypothesis about equality of slopes vectorstter standard and the
selected test preparations has a following form

0. —
Hp :CO, =0, . (4.2)

WhereC = [Ot*x(t*+1) ’_1t* y I t*] .
Lambda—Wilkgest statistic in (3.3) for the hypothesis (4.2% the form
1

N\ = )
1 I - . I~ o1 I~ I
|+ IC(X1X) 'c1(co,)x,; (Co,)

* - i +
If the hypothesis (4.2) is true th(—(n —rank(Xl)—%ljln/\ has

asymptoticalxit* central distribution with pt' degrees of freedom. The

hypothesis (4.2) is rejected to the alternati'H%:C(Dl#Ot*xp if

- (n —rank(X,) —Tj InA >x oa where .  is a critical value

of chi-square distribution fc pt” degrees of freedom and significant leal



58 JOANNA OLEJNIK, ZOFIA HANUSZ

4.2. Potencies of the selected test preparationdatve to one standard
preparation

Let us assume that the hypothesis (4.2) is acceptedle can assume thatest
preparations have similar impact on experimentaitsums the standard
preparation. Identically to subsection 3.2 we mpdife model (4.1), taking in

@, the only onep instead 0'[[53,[3Til ""'BTit* ]. Then, the model (4.2) takes

a form
Yl = )~(1€)1 + El' (43)

where X; =[MA A", Mx] is n" x(t" +2) matrix, and O, =[ABA} is

(t" +2)x p matrix.

The hypothesis about potencies of seleit :dest preparations relative to the
standard preparation has the form

0. o —
H . :C0,=0p, (4.4)

whereC - =[] 0 =0,
Lambda—Wilkdest statistic for the hypothe<H ° in (4.4) takes the following
n

form

1

)=

1 ~! < . I . —:‘ —:‘_ ’:‘ 1 ’
|+ Cw (XiXy) 'Cl.17C 0L (C,.0)

E) =S 1S, ES 1 ~ X , -~ 2
Whel‘e@l = (Xlxl) 1X1Y1, El :F(Yl _Xl®l) (Yl _Xl®l) .

The hypothesiHd :3* is rejected to the alternati H L :Cu*él # 0, if
n
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p-t +1+ minA(p")
2 1-min/A(n’)

—(n* — rank(X 1) - jln/\(ﬁ*) >X$)t* .

where th* is critical value of chi-square distribution f pt’ degrees of
pt ,a

freedom and significance leva .

5. Potencies of test preparations relative to théandard preparation for
chosen traits

Rejection of the hypothes H'? or HS can be caused by a large number

of traits (columns) in the responses malixn (2.2). The experimenter could
decide which traits play the most important rold agstrict attention to them. In
this section we present this kind of reduction oidel (2.2).

5.1. Linear model for selected traits

Let t test preparations be compared to one standardanatégn having
influence onp measurable traits. Let us assume that the hyped HI? or Hl?
have been rejected. Next, let us assume that wdedaz restrict estimation of
relative potencies to chosip~ from p traits (p~ < p). Then, inY and® in

model (2.2) we select columns due p selected traits. Lé® be px p° matrix
defined as follows

_ _ |1 wherei = j
=) I=L...p O _{O elsewhere’ ®-
Il g
Linear model foi p” selected traits takes a form
Y,=X0, +E,. (5.2)

New matrix of responseY, =YP has nx p  variate normal distribution
YP~N,,. (X0, 0X,), with unknown parameter matr®, = ®P and
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unknown p* X p° covariance matri> X,. Maximum likelihood estimators of
0, and X, are equal t((:)2 = ®P and )22 =P'ZP, respectively, wher @
and X = SSE/n are given in (3.2).

The construction of the matrRwe illustrate by Example 2.

Example 2 Let us consider an experiment where five tr.(p =5) were

measured for doses of two test preparatidnsand T, and the standard
preparatiors. Responses in the experiment can be defined lasviol

Y =X0+E,

whereY, X, © and E are the same as in Example 1 wp=5. Let Yy,

(i=1...5) be thei-th column of Y. Then Y =[y;,¥5,Y3,Y4,Y5].

Analogously, columns of ® we denote by 0, (i =l...,5), SO

©=[0,,0,,0.,0,,0.]. Let as assume that we sel p’ =3 traits, namely,
000

second, third and fifth. Then t1I5x 3 matrixP has a fornP =

olele]
ole] o]
—ROOO

Itis easy toseethY, =YP =[y,,y,,¥:],and®, =OP =[0,,0,,0.].

5.2. Testing similarity of preparations for selectd traits

The similarity of test preparations with the stamdane using the selecti p’
traits inY is expressed by the hypothesis

0. -
Hp :CO, =0, -, (5.3)

where C =[O (t+1),~1¢, 1] is the same as in (3.1).

Lambda—Wilkdest statistic for (5.3) takes the form
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P(ssEA
P'(SSE+SSH)P|’

whereSSEandSSHare given in (3.2). This function can be also dbsd as

A= 1 :

1 R . R
I, +i[C(X’X)_1C'] (CO,)E, (CO,)

The hypothesis (5.3) is rejected to the altern H'} :COy # Oy i

—(n— rank(X)—p_THl]In/\ >x2

pta’

where)(f)*t o is critical value foip't degrees of freedom and significance level

a.

5.3. Potencies of test preparations relative to stdard preparation for
selected traits

If the hypothesis (5.3) is true then we concluds thst preparations are similar
to standard preparation f p* selected traits. Then, we take in model (5.2) the
same vector of slopes and get the following model

Y, =X0, +E,, (5.4)

where (:)2 = 6P, and (5 X are defined in (3.4). Thenx p* matrix
Y, =YP in (5.2) is normally distributecY, ~N_ . (X@z,l 2 U )52).
The hypothesis about relative potencies takesm:for

H):C,©,=0_., (5.5)

txp
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whereC, =[-1,1,pn], p=[H,;,... .1, 1"
Lambda—Wilks test statistic for (5.5) against the alternative
HlllL 1CL0, 7 Otxp* takes the form

/\(”) = 1 — , (56)

1 ~ S, 1o A 2 2 ,
I +E[C"(X X)™C,17(C,0,)x5'(C,0,)

Wherei:)2 =@®P and )52 =P'ZP, and®, X = SSE/n are defined in (3.6).
The hypothesis (5.5) is rejected if

N il p-t+1 min/\(u) A 2
(n rank(X) 5 + - min/\(u)j In /\(u) >X St

where p =[{l;,{5,...,[1;] denotes the vector maximizin/\(p,). If the
hypothesis (5.5) is not rejected thep is taken as an estimator of

TEI TN

6. Conclusion

In the paper the estimation of relative potencieseveral test preparations
with respect to one standard preparation is coresideWe proposed some
methods of act if the hypothesis about similaritypeeparations or hypothesis
about log relative potency is rejected. In the tfimethod we proposed
estimation of relative potencies of the selectextl peeparations. In the second
method we propose to select some traits in resgorideth methods can be
applied simultaneously. Application of proposed moels is presented in the
second part of the paper.
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