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#### Abstract

Summary

The paper shows a unified method of estimating parameters of regression with replicated observations, taking into account assumptions of both equal and different variances. In a specific range of values of the independent variable, polynomial regression was considered because of its frequent use in the life sciences. For the considered multivariate approach we present an exemplary procedure (SAS 9.1), which allows one to make appropriate calculations.
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## 1. Introduction

Knowledge derived from the analysis and interpretation of results of experiments in which measurements are repeated, has a major contribution to the development of many scientific disciplines. Conclusions drawn of these
experiments are characterized by objectivity. Repetitions, which are important in these studies may be of two kinds. In some experiments measurements are taken over the same experimental units. In this case the values of repeated measures, are usually correlated. In other studies, the data are collected as an observations of the dependent (response) variable for the same fixed value of the independent (predictor) variable at the different units. Replications obtained in this way are generally independent results (Tarasińska, 2001). Using them, the researcher can look for the regression curve describing the relationship between the measured features. Regression coefficients are usually estimated by the least squares method which is based on the averages of the replicated observations of response variable. However, this method of parameters estimation requires fulfillment of assumptions of equal error variances for all observations. When the above assumption is not fulfilled we have a regression with replicated observations at different variances. In this case, the least squares method should not be used. Due to the fact that there has not been so far given a uniform method of determining the functional relationship between the measured features regardless of whether the assumption of variance homogeneity occurs or not, this paper tries to analyze various aspects of the growth curves method in order to adapt it to analyze such data. The basis of the considerations is the fact that from the perspective of statistical analysis, replicated observations can be treated as a special case of repeated measurements.

## 2. Replicated observations in relation to repeated measures

### 2.1 Replicated observations

Regression with replicated observations occurs when researchers take into account replications, that is independent observations of dependent variable $y$ for the same value of the predictor variable $x$ (Koronacki, Mielniczuk 2001; Wesołowska-Janczarek, Różańska 2001). Then, we are taking into account $p$ fixed values $x_{1}, x_{2}, \ldots, x_{p}$ for the independent variable $x$. Subsequently we measure the characteristic $y$ for $k_{i}$ independent units in each point $x_{i}$ $(i=1, \ldots, p)$.

The regression equation defines the relationship between $y$ and $x$. It takes the form $y_{i j}=f\left(x_{i}\right)+\varepsilon_{i j}$ where $i=1, \ldots, p ; j=1, \ldots, k_{i}$. It is assumed that the vector $\boldsymbol{\varepsilon}$ of random errors has a normal distribution with expected value $\mathbf{0}$ and variance $\sigma^{2} \mathbf{I}_{n}$, which can be written $\boldsymbol{\varepsilon} \sim N_{n}\left(\mathbf{0}, \sigma^{2} \mathbf{I}_{n}\right)$ where $n=\sum_{i=1}^{p} k_{i}$ is the
total number of observations. In general, the vector $\mathbf{x}^{\prime}=\left[x_{1}, \ldots, x_{p}\right]$ is being considered and $p$ independent $k_{i}$ - dimensional vectors $\mathbf{y}_{i}^{\prime}=\left[y_{i 1}, \ldots, y_{i k_{i}}\right]$. Elements of vectors $\mathbf{y}_{i}$ are independent random variables with the same variance $\sigma^{2}$, i.e. $\boldsymbol{\Sigma}_{y_{i}}=\sigma^{2} \mathbf{I}_{k_{i}}$ (Draper, Smith 1998; Neter et al. 1996). The regression equation of $y$ on $x$ can then be determined taking into account replications averages $\bar{y}_{i}=\frac{1}{k_{i}} \sum_{j=1}^{k_{i}} y_{i j}$ for each of $x_{i}$ instead of individual $y_{i j}$ $\left(j=1, \ldots, k_{i}\right)$ and the subsequent values of $x_{i}$. Such a procedure requires the equality of variances for all observations.

However, in practice, this assumption may not always be met, and then the covariance matrix takes the form

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\mathbf{y}_{i}}=\boldsymbol{\sigma}_{i}^{2} \mathbf{I}_{k_{i}} \quad(i=1, \ldots, p) . \tag{2.1.1}
\end{equation*}
$$

### 2.2 Repeated measures

Many life sciences experiments are done in accordance with the methodology of repeated measurements. In these studies, the researcher is usually interested in the differences within the same experimental units. Then the results, which he analyzes are strongly correlated, because they are obtained by measurements made repeatedly on the same experimental units. Frequently, measurements that are closer in time, are more strongly correlated than those more distant from one another.

Various methods of data analyses with repeated measures are known (Crowder et al. 1991). In this paper we focus specifically on the method of growth curves (Kshirsagar et al. 1995, Potthoff et al. 1964). As it turns out, this multivariate approach allows to describe and analyze the dynamics of phenomena, which are changing over time and may be helpful in determining the regression function - especially in the case of heteroscedasticity.

## 3. Considered models - principles and indications

### 3.1 The growth curves model

The general multivariate linear growth curves model (Baksalary et al. 1978; Kshirsagar, Smith 1995; Potthoff, Roy 1964; von Rosen 1995; WesołowskaJanczarek 1993) was given as

$$
\mathbf{Y}=\mathbf{A B} \mathbf{T}+\mathbf{E}
$$

$\mathbf{Y}$ - the observation matrix $\left(N \times p, N=a k \quad k_{1}=\ldots=k_{p}=k\right), \mathbf{A}$ is the $(N \times a)$ known design matrix (without a column of ones), $\mathbf{T}$ is the known $(q \times p)$ matrix, describing internal structure of observation (Vandermonde matrix)

$$
\mathbf{T}=\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
t_{1} & t_{2} & \ldots & t_{p} \\
\vdots & \vdots & \ldots & \vdots \\
t_{1}^{q-1} & t_{2}^{q-1} & \ldots & t_{p}^{q-1}
\end{array}\right]
$$

where $t_{1}, t_{2}, \ldots, t_{p}$ mean time points, $\mathbf{B}$ is $(a \times q)$ matrix of fixed unknown coefficients of the assessed polynomial curves, and $\mathbf{E}$ is the $(N \times p)$ matrix of random errors. For the model (3.1.1) is assumed that the observation matrix $\mathbf{Y} \sim N_{N, p}\left(E(\mathbf{Y}), \boldsymbol{\Sigma}_{\mathbf{Y}}\right)$, where the expected value has a form

$$
E(\mathbf{Y})=\mathbf{A B T}
$$

and

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\mathbf{Y}}=\boldsymbol{\Sigma}_{p p} \otimes \mathbf{I}_{N}=\operatorname{Var}(\operatorname{vec} \mathbf{Y}) \tag{3.1.1}
\end{equation*}
$$

The covariance matrix (3.1.1) indicates that the rows of matrix $Y$ are independent
$p$-dimensional random vectors with common covariance matrix $\Sigma>0$.

Observations for the different experimental units are uncorrelated. Furthermore, $N-r(\mathbf{A})>p$, where $r(\mathbf{A})$ is rank of the matrix $\mathbf{A}$. The estimator of matrix $\mathbf{B}$ (Potthoff et al. 1964) is of the form

$$
\begin{equation*}
\hat{\mathbf{B}}=\left(\mathbf{A}^{\prime} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{Y} \mathbf{S}^{-1} \mathbf{T}^{\prime}\left(\mathbf{T} \mathbf{S}^{-1} \mathbf{T}^{\prime}\right)^{-1} \tag{3.1.2}
\end{equation*}
$$

where

$$
\mathbf{S}=\mathbf{Y}^{\prime}\left[\mathbf{I}_{N}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime}\right] \mathbf{Y}
$$

if the matrix $\mathbf{A}$ is full rank.

### 3.2 A polynomial regression with replications

It is well known, that regression with replicated observations presents relation between independent variable $x$ and the mean values of dependent variable $\bar{y}$. This is not a rule, that this relationship defines a straight line. Sometimes, scatter plot for the values of variables $(x, \bar{y})$ shows some "curvature" (Aczel, 2000). In this case, the straight line does not fit to the data. A much better solution is then fit to the data a polynomial of degree higher than one. General form of polynomial regression model with replicated observations with one explanatory variable $x$ is given by

$$
\begin{equation*}
\bar{y}=\beta_{0}+\beta_{1} x+\ldots+\beta_{q-1} x^{q-1}+\varepsilon \tag{3.2.1}
\end{equation*}
$$

where replications average $\bar{y}$ is the response variable, $\beta_{0}, \beta_{1}, \ldots, \beta_{q-1}$ are parameters, $\mathcal{E}$ is a random error and $q-1$ is a degree of polynomial. The model (3.2.1) can be written in a matrix form

$$
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon}
$$

where $\mathbf{y}=\left(\bar{y}_{1}, \ldots, \bar{y}_{p}\right)^{\prime}$ is $p$-dimensional vector of replications averages of response variable such that $\quad \bar{y}_{i}=\frac{1}{k_{i}} \sum_{j=1}^{k_{i}} y_{i j} \quad(i=1, \ldots, p)$,
$\mathbf{X}=\left[\begin{array}{cccc}1 & x_{1} & \ldots & x_{1}^{q-1} \\ \ldots & \ldots & \ldots & \ldots \\ 1 & x_{p} & \ldots & x_{p}^{q-1}\end{array}\right]$ is a design matrix $p \times q(r(\mathbf{X})=q)$, whose first column consists of ones, while the others are the values of the independent variable in an appropriate power from 1 to $q-1, \boldsymbol{\beta}=\left(\beta_{0}, \ldots, \beta_{q-1}\right)^{\prime}$ is $q$-dimensional vector of regression coefficients and $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{p}\right)^{\prime}$ is $p$-dimensional vector of random errors such that $\boldsymbol{\varepsilon} \sim N_{p}\left(\mathbf{0}, \sigma^{2} \mathbf{I}_{p}\right)$.
By $\hat{\boldsymbol{\beta}}$ we define least squares estimator of vector of regression coefficients $\boldsymbol{\beta}$

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{y}, \tag{3.2.2}
\end{equation*}
$$

where $\mathbf{X}^{\prime}$ is a transpose of a matrix $\mathbf{X}$. The application of the formula (3.2.2) requires that the assumption of equal error variances has been fulfilled for all observations. Thus, for all vectors $\mathbf{y}_{i}$ a covariance matrix should be

$$
\begin{equation*}
\boldsymbol{\Sigma}_{y_{i}}=\sigma^{2} \mathbf{I}_{k} . \tag{3.2.3}
\end{equation*}
$$

When the assumption (3.2.3) is not fulfilled, we have a polynomial regression with replicated observations at different variances. In such a situation, to determine estimators of model parameters (3.2.1) we propose to use Potthoff-Roy's method which takes into account all observations of the dependent variable $y_{i j}(i=1, \ldots, p ; j=1, \ldots, k)$ instead of averages.

In further considerations we assume that functions, which are fitting to the experimental data, are higher degree polynomials $(q>2)$ and we assume the same number of independent observations (replications) for each point $x_{i}$ ( $k_{i}=k$ for all $i=1, \ldots, p$ ).

## 4. Estimation of parameters

### 4.1 Homogeneity of variances

We suppose that condition (3.2.3) is fulfilled now. Then the estimator (3.2.2) may be obtained by the least squares method.

Let's consider $q-1$ degree (i.e. $q>2$ ) regression model (3.2.1) with replications and let's assume that the estimators of parameters in this model are respectively $\hat{\beta}_{0}=b_{0}, \hat{\beta}_{1}=b_{1}, \ldots, \hat{\beta}_{q-1}=b_{q-1}$. To determine the evaluations of these parameters we need to find $(q-1)$-degree function which minimize $Q=\sum_{i=1}^{p}\left(\bar{y}_{i}-b_{0}-b_{1} x_{i}-b_{2} x_{i}^{2}-\ldots-b_{q-1} x_{i}^{q-1}\right)^{2}$ for a given sample, where $\bar{y}_{i}=\frac{1}{k} \sum_{j=1}^{k} y_{i j}$ represents the mean of the replicated observations at the $x_{i}$ $(i=1, \ldots, p)$. If we solve the appropriate system of normal equations we will obtain estimators of regression coefficients with replications in the form:

$$
\begin{gather*}
b_{0}=\frac{1}{\operatorname{det} \mathbf{M}}\left(M_{11} \sum \bar{y}_{i}+M_{21} \sum \bar{y}_{i} x_{i}+\ldots+M_{q 1} \sum \bar{y}_{i} x_{i}^{q-1}\right) \\
b_{1}=\frac{1}{\operatorname{det} \mathbf{M}}\left(M_{12} \sum \bar{y}_{i}+M_{22} \sum \bar{y}_{i} x_{i}+\ldots+M_{q 2} \sum \bar{y}_{i} x_{i}^{q-1}\right)  \tag{4.1.1}\\
\vdots \\
b_{q-1}=\frac{1}{\operatorname{det} \mathbf{M}}\left(M_{1 q} \sum \bar{y}_{i}+M_{2 q} \sum \bar{y}_{i} x_{i}+\ldots+M_{q q} \sum \bar{y}_{i} x_{i}^{q-1}\right)
\end{gather*}
$$

where $\operatorname{det} \mathbf{M}$ means the determinant of the matrix $\mathbf{M}, M_{i^{\prime} j^{\prime}}, i^{\prime}, j^{\prime}=1, \ldots, q$ are elements of the adjoint matrix of matrix $\mathbf{M}$ and

$$
\mathbf{M}=\left[\begin{array}{cccc}
p & \sum x_{i} & \cdots & \sum x_{i}^{q-1} \\
\sum x_{i} & \sum x_{i}^{2} & \cdots & \sum x_{i}^{q} \\
\vdots & \vdots & \cdots & \vdots \\
\sum x_{i}^{q-1} & \sum x_{i}^{q} & \cdots & \sum x_{i}^{2(q-1)}
\end{array}\right]
$$

Each of sum relates to the index $i=1, \ldots, p$, but for improving the readability of writing these numbers were omitted.

### 4.2 Heteroscedasticity

In practice, it happens that the method of least squares can not be used to determine polynomial regression equation with replicated observations. The reason may be a departure from the assumptions connected with the homogeneity of variances, the so-called heteroscedasticity. Statistical literature (e.g. Krysicki et al. 1997) proposes several tests to verify the hypothesis of equality of variances of observation vectors $\mathbf{y}_{i}(i=1, \ldots, p)$

$$
\begin{equation*}
H_{0}: \sigma_{1}^{2}=\sigma_{2}^{2}=\ldots \sigma_{p}^{2} \tag{4.2.1}
\end{equation*}
$$

If we reject this hypothesis, the covariance matrices of vectors $\mathbf{y}_{i}$ are not the same and have the form (2.1.1), where $k_{i}=k$ for all $i=1, \ldots, p$. In this case, formula (4.1.1) can not be used to estimate the parameters of polynomial regression. Authors of some papers (Horn et al. 1975; Neter et al. 1996; Rao and Subrahmaniam 1971; Wayne et al. 1978) suggest certain solutions for this situation. One of them is the weighted least squares method (WLS). Estimators of regression coefficients are then determined by

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{w}=\left(\mathbf{X}^{\prime} \mathbf{W} \mathbf{X}\right)^{-\mathbf{1}} \mathbf{X}^{\prime} \mathbf{W} \mathbf{y} \tag{4.2.2}
\end{equation*}
$$

while $\mathbf{W}$ define weight matrix

$$
\mathbf{W}=\left[\begin{array}{cccc}
w_{1} & 0 & \ldots & 0  \tag{4.2.3}\\
0 & w_{2} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & w_{p}
\end{array}\right]
$$

and is chosen so that observations with low variance have a large part in determining the regression equation, while those with a large variance respectively less (Draper, Smith 1998; Neter et al. 1996)).

In our work, when the assumption of equal variances of observation vectors is not fulfilled, we propose that a polynomial regression equation is determined by growth curves method. We will take into account a homogeneous group of experimental units and a diagonal covariance matrix form. The availability of replicated observations allows one to estimate variances according to the formula

$$
\begin{equation*}
\hat{\mathbf{\sigma}}_{i}^{2}=\frac{1}{k-1} \mathbf{y}_{i}^{\prime}\left(\mathbf{I}_{k}-\frac{1}{k} \mathbf{E}_{k k}\right) \mathbf{y}_{i} \tag{4.2.4}
\end{equation*}
$$

where $\mathbf{E}_{k k}$ is a matrix of $k \times k$ dimension consisting of all ones.
According to the assumptions of the growth curves model, we assume that the observation matrix $\underset{k p}{\mathbf{Y}}=\left[y_{j i}\right](j=1, \ldots, k, i=1, \ldots, p)$ has independent rows with identical covariance matrices

$$
\boldsymbol{\Sigma}_{p p}=\left[\begin{array}{cccc}
\sigma_{1}^{2} & 0 & \ldots & 0 \\
0 & \sigma_{2}^{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & \sigma_{p}^{2}
\end{array}\right]=\operatorname{diag}\left(\sigma_{1}^{2}, \sigma_{2}^{2}, \ldots, \sigma_{p}^{2}\right)
$$

and expected value $E(\mathbf{Y})=\mathbf{1}_{k} \boldsymbol{\beta}^{\prime} \mathbf{T}$, while $\mathbf{1}_{k}$ means the k dimensional vector of ones. In order to estimate the parameters of the model (3.2.1), when the condition (3.2.3) is not satisfied, we denote:

$$
\begin{gathered}
\boldsymbol{\beta}^{\prime}=\left[\boldsymbol{\beta}_{0}, \boldsymbol{\beta}_{1}, \ldots, \boldsymbol{\beta}_{q-1}\right], \mathbf{T}=\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
x_{1} & x_{2} & \ldots & x_{p} \\
x_{1}^{2} & x_{2}^{2} & \ldots & x_{p}^{2} \\
\vdots & \vdots & \ldots & \vdots \\
x_{1}^{q-1} & x_{2}^{q-1} & \ldots & x_{p}^{q-1}
\end{array}\right], \\
\boldsymbol{\Sigma}^{-1}=\operatorname{diag}\left(z_{1}, z_{2}, \ldots, z_{p}\right), z_{i}=\frac{1}{\sigma_{i}^{2}} .
\end{gathered}
$$

Finally, having taken into account the above indications and (3.1.2), the searched estimator of vector parameters in case the hypothesis (4.2.1) is rejected has a form

$$
\begin{gather*}
\hat{\boldsymbol{\beta}}_{0}=\frac{1}{\operatorname{det} \mathbf{K}}\left(K_{11} \sum z_{i} \bar{y}_{i}+K_{21} \sum z_{i} x_{i} \bar{y}_{i}+\ldots+K_{q 1} \sum z_{i} x_{i}^{q-1} \bar{y}_{i}\right) \\
\hat{\beta}_{1}=\frac{1}{\operatorname{det} \mathbf{K}}\left(K_{12} \sum z_{i} \bar{y}_{i}+K_{22} \sum z_{i} x_{i} \bar{y}_{i}+\ldots+K_{q 2} \sum z_{i} x_{i}^{q-1} \bar{y}_{i}\right)  \tag{4.2.5}\\
\vdots \\
\hat{\beta}_{q-1}=\frac{1}{\operatorname{det} \mathbf{K}}\left(K_{1 q} \sum z_{i} \bar{y}_{i}+K_{2 q} \sum z_{i} x_{i} \bar{y}_{i}+\ldots+K_{q q} \sum z_{i} i_{i}^{q-1} \bar{y}_{i}\right),
\end{gather*}
$$

where

$$
\mathbf{K}=\mathbf{T} \boldsymbol{\Sigma}^{-1} \mathbf{T}^{\prime}=\left[\begin{array}{cccc}
\sum z_{i} & \sum z_{i} x_{i} & \ldots & \sum z_{i} x_{i}^{q-1} \\
\sum z_{i} x_{i} & \sum z_{i} x_{i}^{2} & \ldots & \sum z_{i} x_{i}^{q} \\
\vdots & \vdots & \ldots & \vdots \\
\sum z_{i} x_{i}^{q-1} & \sum z_{i} x_{i}^{q} & \ldots & \sum z_{i} x_{i}^{2(q-1)}
\end{array}\right]
$$

and $K_{i^{\prime} j^{\prime}}, \quad i^{\prime}, j^{\prime}=1, \ldots, q$ are elements of the adjoint matrix of matrix $\mathbf{K}$.

It is worth noting that when $\sigma_{1}^{2}=\sigma_{2}^{2}=\ldots=\sigma_{p}^{2}=\sigma^{2}$ i.e. $z_{1}=z_{2}=\ldots=z_{p}=\frac{1}{\sigma^{2}} \quad$ and $\quad \sum z_{i}=\frac{p}{\sigma^{2}} \quad$ as $\quad$ well $\quad$ as $\quad \mathbf{K}=\frac{1}{\sigma^{2}} \mathbf{M} \quad$ and $\operatorname{det} \mathbf{K}=\frac{1}{\sigma^{2}} \operatorname{det} \mathbf{M}$, from the formulas (4.2.5) we obtain (4.1.1). This means that the estimators of parameters obtained by Potthoff-Roy's method coincide with the estimators obtained by least squares method. Moreover, if in the formula (4.2.3) we will take the inverse of variances $\sigma_{i}^{2}$ equal to $z_{i}$ as a weight $w_{i}$, then the estimator (4.2.2) obtained by the weighted least squares method is identical to (4.2.5) which follows from the growth curves method.

## 5. Application example

In an experiment conducted at the Department of Agricultural Machinery, University of Life Sciences in Lublin determined change in sugar content in corn grain, depending on harvest date and variety corn (Różańska-Boczula, 2010). The research material consisted of sweet corn ears of Boston, Bonus, and Jubilee varieties (Szymanek et al. 2005). The ears were collected by hand in a random way from different places in plantations four times $(p=4)$ every two days. The characterization of the test material was determined on the basis of 100 ears. The percentage of sugar content was determined on samples weighing 200 g in 6 replications $(k=6)$, which gives us $24(n=24)$ observation pairs for both features of each group (i.e. variety). Repetitions in subsequent harvest dates were made on different experimental units thus the data are of replicated observations character. The aim of this study is to determine the functional relationship between sugar content and the date of harvest for each variety.

### 5.1 Regression with replications at equal variances

Różańska-Boczula (2010) shows that the observations obtained for the different varieties of corn do not lie along a straight line. For this reason, we decided that the model (3.2.1) is appropriate to determine the functional relationship between sugar content and harvest date for each group as well as that the second degree polynomials $(q=3)$ will be the appropriate functions. As it has already been mentioned, the formula (3.2.2) allows us to estimate the coefficients of regression equations when at subsequent points of measurement $x_{i}$ covariance matrices of $\mathbf{y}_{i}$ observation vectors are the same. Hartley's test
(e.g. Krysicki et al. 1997), which verifies the hypothesis of variances equality in subsequent dates of corn harvesting, does not reject the null hypothesis (4.2.1) only for Jubilee variety. Hence, the regression equation estimated by the least squares method and the coefficient of determination for this variety are as follows

$$
\text { Jubilee } \quad \bar{y}=0.048 x^{2}-0.469 x+6.004, \quad R^{2}=0.9033
$$

Moreover, the probability value $p<0.0001$ obtained as a result of variance analysis test and residuals plot show that this model is correctly fitted to the data.

### 5.2 Regression with replications at different variances

For the other studied corn varieties (Bonus, Boston), it appeared that the assumption of homogeneity of variance of the observation vectors is not fulfilled. In this situation, we propose to determine estimators of regression coefficients by the weighted least squares method or the multivariable growth curves method. In the first case we took the inverse of variances $\hat{\sigma}_{i}^{2}$ $(i=1, \ldots, 4)$ as weights. For each group $\hat{\sigma}_{i}^{2}$ were determined according to (4.2.4). Thus we have received for

$$
\text { Bonus variety: } \bar{y}=-0.046 x^{2}-0.108 x+6.235, \quad R^{2}=0.9656,
$$

and
Boston variety: $\bar{y}=-0.03 x^{2}-0.257 x+6.591, \quad R^{2}=0.9900$.

In the second case we got the results using procedure, that have been implemented for this goal in editor of the SAS 9.1 program. Vectors of parameters received by the growth curves method (according to (4.2.5)) are as follows:

$$
\hat{\boldsymbol{\beta}}_{\text {Bonus }}=\left[\begin{array}{c}
6.23 \\
-0.102 \\
-0.047
\end{array}\right], \quad \quad \hat{\boldsymbol{\beta}}_{\text {Boston }}=\left[\begin{array}{r}
6.602 \\
-0.266 \\
-0.029
\end{array}\right] .
$$

The method of growth curves has the advantage that it allows to get estimation of regression coefficients simultaneously for all treatment groups.

For this purpose we determine an estimator of the matrix $\mathbf{B}$ by (3.1.2), assuming $\mathbf{S}=\operatorname{diag}\left(\hat{\sigma}_{1}^{2}, \hat{\boldsymbol{\sigma}}_{2}^{2}, \hat{\sigma}_{3}^{2}, \hat{\sigma}_{4}^{2}\right)$, where each $\hat{\sigma}_{i}^{2}(i=1, \ldots, 4)$ is calculated on the basis of observations for all varieties in the $i$-th time. It is worth noting that we use full observation matrix $\mathbf{Y}$ (not averages) in the calculations. To determine $\hat{\mathbf{B}}$ using SAS 9.1, you can use the following procedure

## proc iml;

$\mathrm{y} 1=\{$ observations from the first date of harvest for all groups \};
$\mathrm{y} 2=\{$ observations from the second date of harvest for all groups $\} ;$
$\mathrm{y} 3=\{$ observations from the third date of harvest for all groups $\}$;
$\mathrm{y} 4=\{$ observations from the fourth date of harvest for all groups \};
$\mathrm{Y}=\mathrm{y} 1\|\mathrm{y} 2\| \mathrm{y} 3| | \mathrm{y} 4$;
war $=\{0.1020 .0127$ 0.053 0.012 $\}$;
SIGMA=diag(war);
$\mathrm{t} 1=\{\mathbf{1}, \mathbf{1}, \mathbf{1}\}$;
$\mathrm{t} 2=\{\mathbf{1}, \mathbf{2}, \mathbf{4}\}$;
$\mathrm{t} 3=\{\mathbf{1}, \mathbf{3}, \mathbf{9}\}$;
$\mathrm{t} 4=\{\mathbf{1}, \mathbf{4}, \mathbf{1 6}\}$;
$\mathrm{T}=\mathrm{t} 1| | \mathrm{t} 2| | \mathrm{t} 3 \| \mathrm{t} 4$;
$\mathrm{a} 1=\mathrm{J}(6,1,1) / / \mathrm{J}(\mathbf{6 , 1 , 0}) / / \mathrm{J}(6,1,0)$;
$\mathrm{a} 2=\mathrm{J}(\mathbf{6}, \mathbf{1}, \mathbf{0}) / / \mathrm{J}(\mathbf{6}, \mathbf{1}, \mathbf{1}) / / \mathrm{J}(\mathbf{6}, \mathbf{1}, \mathbf{0})$;
a3 $=\mathrm{J}(\mathbf{6}, \mathbf{1}, \mathbf{0}) / / \mathrm{J}(\mathbf{6}, \mathbf{1}, \mathbf{0}) / / \mathrm{J}(\mathbf{6}, \mathbf{1}, \mathbf{1})$;
$\mathrm{A}=\mathrm{a} 1\|\mathrm{a} 2\| \mathrm{a} 3$;
$\mathrm{B}=\operatorname{inv}\left(\mathrm{A}^{`} * \mathrm{~A}\right) * \mathrm{~A}^{`} * \mathrm{Y}^{*} \operatorname{inv}(\mathrm{SIGMA}) * \mathrm{~T}^{*} * \operatorname{inv}\left(\mathrm{~T}^{*} \operatorname{inv}(\mathrm{SIGMA}) * \mathrm{~T}^{\prime}\right) ;$
print B;
run;

The result of the above procedure is the following matrix

$$
\hat{\mathbf{B}}=\left[\begin{array}{ccc}
6.64 & -0.28 & -0.03 \\
6.18 & -0.103 & -0.07 \\
6.00 & -0.47 & 0.049
\end{array}\right]
$$

The first row of the matrix $\hat{\mathbf{B}}$ corresponds to the regression coefficients of Boston variety, the second row is for Bonus variety and the third row is for Jubilee variety. One can note that the last row of the matrix $\hat{\mathbf{B}}$ is identical with the values of the parameters obtained by the least squares method previously (as shown in section 4.2). What's more, the mean determination coefficient
(Wesołowska-Janczarek, 2000), that we have got for all these curves (estimated by Pothoff-Roy's method) was equal $\bar{R}^{2}=0.995$.

## 6. Conclusions

1) Growth curves method, that was used in this paper, is more general than other methods of analysis of replicated observations, because:
a) it is a multivariate method, including situations of both: equal and different variances.
b) it allows for simultaneous estimation of parameters for different groups of observations (e.g. for different varieties).
2) As the result of experimental data analysis we have stated what follows:
a) High determination coefficient for estimated parabolic regression equation for Jubilee variety. The replicated observations of this variety had equal variances in subsequent harvest dates. This allowed to use both least squares method or Pothoff-Roy's method.
b) For the Boston and the Bonus varieties, where heteroscedasticity was observed, multivariate growth curves method was used. Results are similar to the weighted least square method.
3) The mean determination coefficient that we have got for all curves estimated by Pothoff-Roy's method proves, that those curves have good fit to the experimental data. We can also confirm that date of harvest is a main factor deciding about the sugar content in corn grain.
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