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Summary 

Shapiro-Wilk W test is widely used for checking normality of data. The paper considers its 
modification to the case of normality with known mean. The table with critical values of modified 
test for different sample sizes and several significance levels is given. An application for residuals 
in two-way ANOVA model is presented. 
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1. Introduction 

Shapiro and Wilk (1965) introduced the W test for normality based on 
statistic 
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where )()2()1( nXXX ≤≤≤ K  are the ordered values of the sample 

( )nXXX ,,, 21 K  and ia  are tabulated coefficients. The W test is considered as 

very powerful for the hypothesis that a random variable X is normally 

distributed with unknown parameters µ  and 
2σ .  

However, frequently we are interested in testing null hypothesis that 
distribution of X is normal with known expectation 0µ . Adaptation of the 

Shapiro-Wilk W test to the case of known mean is described in Section 2. In 
Section 3 we give two examples illustrating applications of the Shapiro-Wilk W 
test and its modification. Some concluding remarks are presented in Section 4.  

2. Description of W0 statistic 

Let us consider the null hypothesis of the form:  

H0: X is normally distributed with a known expectation 0µ .  

To test the H0 hypothesis we propose modification of the Shapiro-Wilk W 
statistic in the following form 
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The hypothesis 0H  is rejected at a significance level α if 0W  is less then the 

critical value ( )nW ;0 α . The critical values of 0W  can be evaluated in 

simulation study. For each sample size of 50,,4,3 K=n ; 000,000,1=N  

pseudorandom samples from ( )1,0N  were generated and for each sample the 
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value 0W  was calculated, so the sample Nww ,,1 K  of values of the 0W  statistic 

were obtained. The critical value ( )nW ;0 α  was taken as the α -th quantile of 

Nww ,,1 K . All calculations were done independently in Mathematica and in R 

program. In program R we used the procedure “shapiro.test” in which Royston’s 
procedure is applicated (Royston 1992; Hanusz, Tarasinska 2011). The results 
are given in Table 1.  
 

Table 1. Critical values of W0 statistic for sample sizes n and significance level α  
n 01.0=α  05.0=α  1.0=α   n 01.0=α  05.0=α  1.0=α  
3 0.0184 0.0881 0.1714  27 0.7379 0.8232 0.8601 
4 0.0721 0.2037 0.3127  28 0.7463 0.8287 0.8645 
5 0.1419 0.3086 0.4190  29 0.7539 0.8340 0.8688 
6 0.2090 0.3867 0.4952  30 0.7611 0.8394 0.8730 
7 0.2742 0.4525 0.5543  31 0.7677 0.8437 0.8765 
8 0.3299 0.5051 0.5998  32 0.7746 0.8482 0.8800 
9 0.3785 0.5493 0.6374  33 0.7804 0.8524 0.8834 
10 0.4233 0.5852 0.6682  34 0.7871 0.8565 0.8863 
11 0.4606 0.6165 0.6935  35 0.7917 0.8602 0.8894 
12 0.4940 0.6431 0.7154  36 0.7969 0.8634 0.8921 
13 0.5246 0.6661 0.7346  37 0.8008 0.8670 0.8947 
14 0.5494 0.6862 0.7504  38 0.8063 0.8701 0.8972 
15 0.5739 0.7038 0.7651  39 0.8109 0.8731 0.8996 
16 0.5954 0.7196 0.7778  40 0.8145 0.8760 0.9018 
17 0.6126 0.7337 0.7890  41 0.8194 0.8787 0.9040 
18 0.6319 0.7476 0.7998  42 0.8227 0.8816 0.9061 
19 0.6478 0.7590 0.8088  43 0.8271 0.8839 0.9081 
20 0.6626 0.7696 0.8176  44 0.8301 0.8862 0.9100 
21 0.6761 0.7792 0.8250  45 0.8343 0.8887 0.9120 
22 0.6876 0.7875 0.8319  46 0.8374 0.8911 0.9138 
23 0.7008 0.7965 0.8390  47 0.8403 0.8931 0.9154 
24 0.7104 0.8034 0.8446  48 0.8433 0.8951 0.9169 
25 0.7205 0.8103 0.8501  49 0.8470 0.8974 0.9187 
26 0.7296 0.8170 0.8553  50 0.8491 0.8989 0.9200 

 
The statistic 0W  has similar properties to the W statistic, namely, 0W  is 

scale invariant and the maximum of 0W  is one. However, the minimum of 0W  

is zero, whereas the minimum of W is 
1

1

−
=ε

n

na
 (Shapiro and Wilk, 1965). It is 



46 ZOFIA HANUSZ, JOANNA TARASIŃSKA, WOJCIECH ZIELIŃSKI 

 

sufficient to consider the maximization of ( )∑
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3. Application of W0 test 

The advantage of using of the W0 test we illustrate with numerical 
examples. Let us consider a two-way experimental layout which involves two 
treatment factors A and B. Let us assume that the factor A has a levels 

aAAA ,,, 21 K , and the factor B has b levels bBBB ,,, 21 K . For each possible 

value of i ( )ai ,,1K=  and j ( )bj ,,1K= , let ijkx  be a kth observation of X 

( )nk ,,1K=  affected by levels iA  and jB .  

Let us assume that observations ijkx  fulfill the following model 

 ijkijijk ex +µ=  (3.1) 

with ( )ijjiij αβ+β+α=µ , where iα  denotes an effect of ith level of A, jβ  

denotes an effect of jth level of B, ( )ijαβ  denotes an interaction between ith 

level of A and jth level of B ( ai ,,1K= , bj ,,1K= , nk ,,1K= ). We assume 

that ijke ’s are independent ( )2,0 σN  variables. If the model (3.1) is adequate to 

the experimental data then for each combination ),( ji  the residuals 

ijijkijk xxe −=ˆ , where ∑
=

=
n

k
ijkij x

n
x

1

1
, should be distributed as ( )2,0 σN .  

When the interaction in model (3.1) is neglected, then the following 
model is considered:  

 ijkjiijk ex +β+α= . (3.2) 
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In model (3.2), residuals are equal to ijjiijkijk xxxxe +−−= ⋅⋅
ˆ̂ , where 
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Example 1. Let us consider an experiment with two levels of a factor A ( )2=a  

and three levels of a factor B ( )3=b . One set of data with 10=n  replications 

was generated according to model (3.1) with 111 =µ , 212 =µ , 313 =µ , 

221 =µ , 422 =µ , 423 =µ  and 12 =σ . The results of analysis of variance are 

given in Table 2.  

Table 2. The results of analysis of variance for model (3.1)  

Source d.f. 
Sum of 
Squares 

Mean 
Square 

F Test p-value 

A 1 14.2789 14.2789 15.3288 0.00026 
B 2 31.5567 15.7783 16.9385 0.00002 

AxB 2 4.5072 2.2536 2.4193 0.09857 
Error 54 50.3015 0.9315   

 

Thus, for our data the interaction between factors turned out to be 
insignificant. In spite of the fact that with given ijµ ’s interaction was involved 

in the model.  
If we consider model (3.2) then we get the results given in Table 3.  

Table 3. The results of analysis of variance for model (3.2)  

Source d.f. 
Sum of  
Squares 

Mean 
Square 

F Test p-value 

A 1 14.2789 14.2789 14.5892 0.00034 
B 2 31.5567 15.7783 16.1213 0.000003 

Error 56 54.8087 0.9787   

 

Now, we will focus on checking whether for each combination ( )ji,  the 
residuals in both models (3.1) and (3.2) are normally distributed with null mean 

i.e. the hypothesis that residuals are ( )2,0 σN  should be verified. Results, 
rounded to the third decimal place, are given in Table 4. The values of W are the 
same in (3.1) and (3.2) models. In model (3.1) they are also the same as W0 
values.   

For 10=n  and 05.0=α , critical value of the W0 test is equal to 0.585 
(see Table 1) and of the Shapiro-Wilk W test is equal to 0.8449 (Hanusz, 
Tarasinska, 2011). In the case of model (3.2), the hypothesis of normality with 
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null mean was rejected for observations from the cell A1B1 (bold number), while 
in the case of model (3.1) was never rejected. Let us notice that the Shapiro-
Wilk W test never rejected the normality of residuals in both models.  

Table 4. Results of checking normality for residuals in ANOVA. 

Cell A1B1 A1B2 A1B3 A2B1 A2B2 A2B3 

-0.382 1.321 1.573 -0.932 -0.484 -1.160 
-0.044  0.982  0.756 -0.090  1.337  0.621 
 0.798 -1.525  0.725 -0.123  0.375  0.731 
-0.314 -0.616 -0.550 -0.694  0.717  0.141 
 0.404  0.357  0.177  1.132 -1.211  0.736 
 0.218 -2.714 -0.561  0.947 -0.609 -0.406 
-0.259  1.554  0.396  0.658 -0.505  1.027 
-1.196 -0.458 -0.255  0.391 -0.018 -0.501 
 0.112 -1.010 -2.865 -0.748  0.350 -0.408 R

es
id

u
al

s 
in

 m
o

d
el

 (
3

.1
) 

-0.339  2.109  0.604 -0.541  0.049 -0.783 
W0 0.891 0.968 0.871 0.924 0.982 0.925 
W 0.891 0.968 0.871 0.924 0.982 0.925 

-0.036  0.996  1.553 -1.277 -0.159 -1.139 
 0.302  0.658  0.736 -0.436  1.662  0.642 
 1.143 -1.850  0.704 -0.468  0.700  0.752 
 0.032 -0.941 -0.571 -1.039  1.042  0.162 
 0.750  0.032  0.156  0.787 -0.886  0.757 
 0.564 -3.039 -0.582  0.601 -0.285 -0.385 
 0.087  1.229  0.376  0.312 -0.180  1.048 
 0.150 -0.783 -0.276  0.046  0.307 -0.480 
 0.458 -1.334 -2.886 -1.093  0.675 -0.387 R

es
id

u
al

s 
in

 m
o

d
el

 (
3

.2
) 

  

 0.007  1.784  0.583 -0.887  0.374 -0.762 
W0 0.469 0.922 0.871 0.746 0.807 0.924 
W 0.891 0.968 0.871 0.924 0.982 0.925 

 
Example 2. In this example we consider similar model as in Example 1, just 
taking 522 =µ  instead of 422 =µ . A set of data with 10=n  replications was 
generated. The results of analysis of variance for model (3.1) are presented in 
Table 5.  

In this example, the interaction between factors is significant. The results 
of testing normality of the residuals for each combination ( )ji,  for models (3.1) 
and (3.2) are presented in Table 6.  
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Table 5. The results of analysis of variance for model (3.1) 

Source d.f. 
Sum of  
Squares 

Mean 
Square 

F Test p-value 

A 1 31.4958 31.4958 64.1261 9.58 10-11 
B 2 83.8075 41.9038 85.3171 1.93 10-11 

AxB 2 20.3664 10.1832 20.7332 2.08 10-7 
Error 54 26.5223 0.4912   

Table 6. Results of checking normality for residuals in ANOVA. 

Cell A1B1 A1B2 A1B3 A2B1 A2B2 A2B3 

-1.264  0.102 -0.478 -0.019  0.230  0.672 
-0.468 -0.115 -0.410  0.019 -0.366 -1.193 
 0.410 -0.670  0.037  0.143 -0.364 -0.056 
-0.191  0.490  0.472 -0.576  0.516 -0.434 
-0.568  0.493 -0.718  2.006 -1.257  0.377 
 0.040 -0.931  0.555 -0.214  0.471  0.232 
 0.923  0.579  0.086 -0.996 -0.009  0.249 
0.007 1.291 0.255 1.103 0.421 0.619 
 0.351 -1.647  0.123 -0.024  0.425 -0.082 R

es
id

u
al

s 
in

 m
o

d
el

 (
3

.1
) 

 0.761  0.436  0.074 -1.440 -0.067 -0.384 
W0 0.973 0.942 0.931 0.934 0.853 0.930 
W 0.973 0.942 0.931 0.934 0.853 0.930 

-0.976 -0.710  0.046 -0.308  1.042  0.148 
-0.179 -0.928  0.114 -0.270  0.447 -1.717 
 0.699 -1.512  0.561 -0.146  0.448 -0.580 
 0.098 -0.322  0.996 -0.865  1.329 -0.958 
-0.280 -0.319 -0.194  1.717 -0.444 -0.147 
 0.328 -1.743  1.079 -0.503  1.283 -0.292 
 1.211 -0.234  0.610 -1.285  0.803 -0.275 
0.295 0.479 0.779 0.814 1.234 0.094 
 0.639 -2.460  0.652 -0.312  1.238 -0.608 R

es
id

u
al

s 
in

 m
o

d
el

 (
3

.2
) 

  

 1.050 -0.376  0.598 -1.729  0.746 -0.908 
W0 0.802 0.477 0.334 0.852 0.251 0.474 
W 0.973 0.942 0.931 0.934 0.853 0.930 

 
For the model (3.1) both tests W0 and W did not reject the null hypothesis 

about normality. However, when we consider not adequate model (3.2), the W0 
test rejected normality of residuals in four cells (bold numbers), while the 
Shapiro-Wilk W test never rejected the normality of residuals.  
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4. Conclusions 

In the paper some modification of the Shapiro-Wilk W test for testing 
normality is proposed. This test should be applied when the mean of random 
variable is known. In general, suggested test should be recommended for testing 
normality of residuals, when observation are affected by some factors. In the 
paper we show by the examples that the W0 test can reject normality when data 
does not fulfill the theoretical model, contrary to the Shapiro-Wilk W test which 
does not reject normality in such a situation.  
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