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Summary 

RNA−Seq technology has been particularly used for investigating differential expression. 

There are several statistical methods and packages used to find differentially expressed genes 

(DEG) between two or more conditions. In order to compare the results, we need proper data 

visualizations. In this paper we focus on graphical methods of differential analysis.  
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1. Introduction 

High-throughput sequencing technology is commonly used in genomic 

studies. One of the high-throughput sequencing applications is RNA−Seq used 

for measurement of gene expression levels. RNA−Seq allows one to study 

human diseases and biological systems in plant and animal (Kvam et al., 2012). 

Statistical analysis of RNA−Seq data has several steps. Finding genes with 
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significant expression levels is an essential step in a differential analysis. In this 

paper we evaluated eight methods of graphical representation of DEG. 

Graphical presentation of the results facilitates the evaluation of the results. Four 

R packages were used to find DEGs: DESeq (Anders and Huber, 2010), edgeR 

(Robinson et al., 2010), EBSeq (Leng et al., 2013) and SAMSeq (Li and 

Tibshirani, 2011). They are freely available from the Bioconductor repository 

(www.bioconductor.org). All computations and graphs were performed in the R 

environment (R Core Team, 2013).  

2. Methods 

The analysis of an RNA−Seq experiment may be focused on the 

identification of differentially expressed isoforms, exons, transcripts and genes. 

In this paper we applied four methods to find differentially expressed genes. 

These methods are implemented in R packages: DESeq, edgeR, EBSeq and 

SAMSeq. An RNA−Seq experiment provides count data. In the R platform, the 

data is available in the form of matrix or a data frame, where each gene 

corresponds to the row and each sample corresponds to the column. The number 

of reads for gene 𝑔 and a sample in class 𝑘 may be denoted 𝑦𝑔𝑘. DESeq and 

edgeR are based on the assumption that the number of reads for each gene can 

be modeled by a negative binomial distribution: 

𝑦𝑔𝑘~𝑁𝐵(𝜇𝑔𝑘 , 𝜎𝑔𝑘
2 ), 

where 𝜇𝑔𝑘 is the mean and 𝜎𝑔𝑘
2  is the variance of gene 𝑔 in class 𝑘. The null 

hypothesis that the level of gene expression is equal between two classes is 

tested for each gene. EBSeq is particularly developed for isoform analysis, but it 

can be used to identify DEGs and also requires the gene counts. The false 

discovery rate (FDR) was calculated as the adjusted p-values. SAMSeq is a non-

parametric method that uses permutation to determine the FDR rate. Calculated 

q-values were used in the further analysis. EBSeq uses a Bayesian approach and 

estimates the posterior probability of being differentially expressed for each 

gene separately. The genes that we considered as differentially expressed were 

the ones with the adjusted p-values at significance level 0.05 (for DESeq and 

edgeR methods), q-values lower that 0.05 (for the SAMSeq method) and 

probabilities posteriori greater than 0.95 (for the EBSeq method). In this paper 

we concentrate on the graphical presentation of DEG. We have taken into 

consideration eight methods that are described below. 
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ROC CURVES 

Receiver operating characteristic (ROC) curves are useful for assessing the 

accuracy of predictions in evaluating and comparing models, algorithms or 

technologies. The most common way of showing the accuracy of prediction is 

using the true positives (TP), the false positive (FP), true negatives (TN) and 

false negatives (FN). Definitions of these are: 𝐹𝑃𝑅 = 𝐹𝑃/(𝐹𝑃 + 𝑇𝑁), 𝐹𝑁𝑅 =
𝐹𝑁/(𝐹𝑁 + 𝑇𝑃), where 𝑇𝑃𝑅 = 1 − 𝐹𝑃𝑅 and 𝑇𝑁𝑅 = 1 − 𝐹𝑁𝑅. The true 

positive rate (TRP) is called sensitivity and the true negative rate (TNR)  

is called specificity. The ROC curve is a graph of sensitivity (𝑦 - axis) vs.  

1 – specificity (𝑥 - axis). 

In a medical field, sensitivity is the fraction of people with the disease that 

the test correctly identifies as positive, whereas specificity is the fraction of 

people without the disease that the test correctly identifies as negative. ROC 

curves presented in this paper were based on a machine learning method called 

stacked regression.  

Kohavi and Wolpert (1996) presented an idea called stacked generalization, 

for combining estimators. The idea was later used by Breiman, in 1984, who 

introduced the stacked regression principle. 

In our study we design an average estimator by a linear combination of 

three machine learning methods: support vector machine, neural network and  

k-nearest neighbors algorithm. This approach is expected to be more accurate 

than each of the estimators taken individually. 

MA-PLOT 

MA plot describes the relationship between the base mean expression and 

the log2 fold change of the genes (log2FC). The base mean expression is 

calculated using normalized values of counts for each sample. The log2FC is 

calculated as: 

log2𝐹𝐶 =
�̅�𝑔1

�̅�𝑔2
, 

where �̅�𝑔1, �̅�𝑔1 are the normalized mean values of counts in class 1 and 2, 

respectively. On the 𝑥 axis in the plot there is a normalized base mean for each 

gene, on the 𝑦 axis there is the log2FC of the genes (Anders and Huber, 2010).  

BOXPLOT 

This figure shows the distribution of some statistical features. In the current 

study it will be a normalized base mean of counts for each gene and log2FC. 

Boxplot consists of a box, where a thick line inside represents the median, the 

top line is the third quartile (𝑄3), and the bottom line is the first quartile (𝑄1). 

http://en.wikipedia.org/wiki/K-nearest_neighbors_algorithm
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Outside of the box are extended sections called whiskers. The lower end of 

whiskers cannot be less than 𝑄1  −  1.5 ·  (𝑄3  −  𝑄1), and the upper end of 

whiskers cannot be greater than 𝑄3  +  1.5 ·  (𝑄3  −  𝑄1). The observations 

outside this range are draped on a graph individually and we call them outlier 

values. Variations of box plots can be found in McGill et al. (1978).  

BARPLOTS 

The barplot is a chart, which uses vertical or horizontal bars to represent 

categorical data. The length of each bar corresponds to the value of each 

category (Kelley and Donnelly, 2009).  Barplots summarize differentially 

expressed genes for considered methods. It present not only the numbers of 

DEGs for each method, but also the structure of these sets of genes with respect 

to levels of counts abundances. The colors in the plot represent genes with 

different levels of counts abundance. Four levels of abundance were chosen: 

genes with the mean number of counts between samples<100, between  

100-1000, between 1000-5000 and >5000.  

VENN DIAGRAM 

Venn diagrams introduced by John Venn show any possible relationships 

between several sets (Baron, 1969). These diagrams are commonly presented by 

overlapping circles. The overlapping surfaces of the wheels are the part of  

a common collection, so there are elements that belong simultaneously to both 

sets. This scheme shows the number of common differentially expressed genes 

between each combination of methods.  

DENDROGRAM 

In this method, we calculate the similarity between two differential 

expression methods based on the differentially expressed gene ranks. For four 

different methods we obtained some differentially expressed genes. From these 

sets we chose genes common to all the sets. Then, for all four methods, we 

ranked these genes, thus obtaining four ranking lists of genes. Based on these 

lists we computed the distance matrix by using Euclidian distance. Finally, the 

comparison of the gene rankings was used in dendrograms. The dendrogram 

was constructed using complete-linkage clustering (Jain et al., 1999). 

OVERLAPS 

Overlap is an asymmetric matrix whose cells contain percentages of the 

number of commonly detected differentially expressed genes between the 𝑖-th 

and 𝑗-th methods (Seyednasrollah et.al., 2013). In (𝑖, 𝑗)-th cell we have  

a proportion of common detections with respect to the 𝑖-th method 
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𝑃𝑖𝑗 =
𝐷𝑖𝑗

𝐷𝑖
∙ 100, 

where 𝑖 ≠ 𝑗, 𝐷𝑖𝑗 is the number of differentially expressed genes commonly 

detected by the 𝑖-th method and the 𝑗-th method, 𝐷𝑖 is the number of 

differentially expressed genes detected by the 𝑖-th method. 

HEATMAPS 

The heatmap shows the correlation between the samples based on the 

differentially expressed genes found by each method. Based on this plot, the 

researcher can realize if probes fulfill the requirements of experimental design 

and the proper distinction of considered classes. The correlation is calculated 

with Spearman’s correlation coefficient. In the current study the heatmaps were 

created for each considered method (Sneath, 1957). 

3. Data 

We considered four datasets: ‘bodymap’, ‘montgomery’, ‘bottomly’ and 

‘wang’ obtained using Illumina’s Genome Analyzer high-throughput 

sequencing system. The first dataset contains 52580 genes and 15 samples and 

is derived from the Body Map project (Asmann et al., 2012). The second dataset 

consists of 52580 genes and 129 human samples from two conditions: 60 

Caucasian individuals from the HapMap3 project and 69 Nigerian individuals as 

a part of the International HapMap project (Montgomery et al. 2013 and Pickrell 

et al., 2010, respectively). The third dataset, related to research on mice 

(Bottomly et al., 2011), includes 36536 genes and 21 samples. Ten of them were 

of the C57BL/6J (B6) strain and 11 of the DBA/2J (D2) strain. The ‘wang’ 

dataset concerns the comparison of human tissues. Tissue samples were derived 

from single anonymous unrelated individuals of both sexes. These data include 

52580 genes and 15 samples from two conditions: male and female (Wang et 

al., 2008). After filtering (throwing out all genes which had the mean value of 

counts across the samples equal to 0) the datasets had the following number of 

genes: 12953 (bodymap), 12984 (montpick), 13932 (bottomly) and 12627 

(wang). 



172 KATARZYNA GÓRCZAK ET AL. 

 

4. Results 

In this paper we applied eight graphical methods described in the previous 

section for each result from the DESeq, edgeR, EBSeq and SAMSeq packages. 

Depending on the graphical method the results for chosen datasets were shown 

to present interesting features. To obtain the overview of the datasets we present 

them using Venn diagrams. The plots were created in ellipse shape with four 

subsets for the list containing DEGs detected using four statistical methods. The 

results are presented in Figure 1. 

  

  
Fig. 1. Venn diagrams for DEG (‘bodymap’, ‘bottomly’, ‘montpick’ and ‘wang’ datasets) 

We may notice that for the 'bodymap' dataset there are only 4 statistically 

significant genes common for all considered methods, whereas for ‘montpick’ 

almost 3000 common differential genes were found. 

The structure of significant genes can be found in Figure 2. The results are 

shown in barplots for two datasets: ‘bottomly’ and ‘wang’. 
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a) ‘bottomly’ 

 
b) ‘wang’ 

 
Fig. 2. Barplots for the number of DEG with a specified level of counts abundance 

 (‘bottomly’ (a), ‘wang’ (b) datasets) 

As we can see in Figure 2, the number of genes in each considered group of 

the abundance. The number of genes for each method is similar for the 

abundance of genes >5000. It is worth noticing that the SAMSeq method gives 

the lowest number of significant genes for the ‘bottomly’ dataset, whereas for 
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the ‘wang’ dataset it is the opposite case. The numbers of genes with 

abundances between 10-100 and 1000-5000 are similar between one another for 

each statistical method.  

If the investigators are interested in finding more information about down-

regulated and up-regulated genes, they can refer to the MA-plots presented in 

Figure 3. These MA-plots, drawn for the ‘bottomly’ and ‘wang’ datasets, show 

how the effectiveness of detection of significant genes depends on the 

expression level.  

a) ‘bottomly’ 

 
b) ‘wang’ 

 
Fig. 3. MA-plots of DEG for each differential method (‘bottomly’ (a), ‘wang’ (b) datasets).  

The DEG found by the method are colored in red (in black when white-black printed) 

From Figure 3, we can observe that normalization used for the DESeq 

method cuts the genes with a low value of the base mean of counts. In turn, the 

EBSeq method cuts down-regulated genes and finds only up-regulated DEGs. 
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Furthermore, the normalization used in SAMSeq divides the genes into two 

groups: the one around zero and the second one with highly up-regulated genes. 

The level of log2FC is much higher for the EBSeq and SAMSeq methods 

compared to DESeq and edgeR. 

a) Boxplot for log2FC 

  

b) Boxplot for base mean  

  
Fig. 4. Boxplot of log2FC (a) and base mean (b) (‘bottomly’, ‘wang’ datasets)  

The summarization of base means and log2FC for the ‘bottomly’ and 

‘wang’ datasets is shown on Figure 4 as boxplots. There were a lot of 

observations strikingly far from the median values independently marked on the 

plot. Since individual points littered the graph, the outlier values were removed 

for the sake of clarity. Deleting them from the charts did not affect the 

characteristic values (the upper and lower quartiles, and the median), which 

remained the same. The values of the median of log2FC for the ‘wang’ dataset 

are different. However, for the ‘bottomly’ dataset the results are similar apart 

from the EBSeq. On boxplot for log2FC we can see in which range DEGs 

should be indicated in red in the previous Figure 3 (for instance, log2FC for the 
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‘wang’ dataset the EBSeq most frequently adopts the values between 0 and 6). 

In Figure 3 we may notice that for this dataset and this method indeed most 

DEGs are found in this range. The remaining genes, which are shown above, are 

outliers that were not marked on the boxplot. There were 573 such outliers in 

this case.  

Another method of presenting results compares the numbers of common 

differentially expressed genes. For overlapping forms in Figure 5 we show the 

results for the ‘bottomly’ and ‘wang’ datasets. In this figure we may notice that 

for the ‘bottomly’ dataset, the methods reveal a high level of similarity. The 

highest percentages are between 96 – 99% of the number of commonly detected 

DEGs. The lowest percentages are obtained for the EBSeq – DESeq, EBSeq – 

edgeR, EBSeq – SAMSeq combinations. On the other hand, the combinations 

EBSeq – DESeq, EBSeq – edgeR give the highest percentages for the ‘wang’ 

dataset. 

We may notice that using the above mentioned methods for examining the 

“bottomly” dataset we have found a relatively large proportion of common 

genes. None of the methods has many genes in common with EBSeq, which is 

due to the fact that this method has identified the smallest number of DEGs (see 

Figure 1), whereas at least 98-99% of the genes detected by EBSeq were usually 

detected by the other methods. For the ‘wang’ dataset percentages have lover 

values, which means that the methods found more various DEGs (see Figure 1). 

The highest percentage of common genes in this dataset is found in DESeq – 

EBSeq and edgeR – EBSeq because DESeq and edgeR have not found many 

more common differentially expressed genes with EBSeq (see Figure 1). 

  
Fig. 5. Overlaps for DEG (‘bottomly’ – left, ‘wang’ – right) 

The similarity of the samples in and between the classes may be presented 

using heatmaps. Color intensity corresponds to the value of the Spearman’s 

correlation coefficient. The results are presented in Figure 6. 
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a) ‘bottomly’ 

 
b) ‘wang’ 

 
Fig. 6. Heatmaps for DEGs between two conditions (‘bottomly’ (a), ‘wang’ (b) datasets). 

Each sample has additional label “A” and “B” corresponding to the group it belongs to 

 



178 KATARZYNA GÓRCZAK ET AL. 

 

We can see from this Figure 6 that in the case of the ‘bottomly’ dataset, 

genes found by each method separate samples of different classes. On the other 

hand, in the ‘wang’ dataset there are four samples revealing a higher correlation 

to the samples from the other class than to the samples from the same one. 

The effectiveness of classification based on differential methods is a way of 

comparing the results. ROC curves allow us to graphically present the similarity 

of the methods. Figure 7 shows ROC curves for the ‘bottomly’ and ‘wang’ 

datasets. 

  

Fig. 7. Roc curves for 200 the most significant genes (‘bottomly’ – left, ‘wang’ – right datasets) 

In the case of the ‘bottomly’ dataset the methods show small differences, 

whereas in the ‘wang’ dataset they reveal poor effectiveness of the edgeR 

method. 

The last graphical presentation of the results is the dendrogram, based on 

common DEG ranks. In Figure 8 we show the dendrograms for the ‘bodymap’ 

and ‘wang’ datasets. 

  

Fig. 8. Dendrograms based on common DEG ranks (‘bodymap’ – left, ‘wang’ – right datasets) 

Bodymap Wang 
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In both datasets we observe that EBSeq is the most distinct method, 

whereas the other methods are in the same branch. It is also worth pointing out 

that the scale in the ‘bodymap’ dataset is much lower than in the ‘wang’ dataset. 

It means that similarity of the methods in the ‘bodymap’ dataset is higher. 

5. Discussion  

In the paper we focused on eight graphical presentations of the results of  

a differential analysis. All of them allow for a quick interpretation and 

understanding of the data. By means of these visualizations we can verify if  

a dataset makes the results comparable between different methods. As we 

deduce from the presented visualizations, the ‘bottomly’ dataset reveals a close 

resemblance of the results for the four statistical methods used in the analysis. 

The proposed graphical presentations enables us to compare the results of the 

four R packages. If we only want to match the number of DEGs identified by 

each method and the overlap between the sets of DEGs, we use the Venn 

diagram. Unfortunately, this approach has limited applicability as the diagram 

would be illegible if we used it to compare several methods. We can also 

visualize these sets by MA-plots with clearly marked unique genes. MA-plots 

show the relationship between the base mean of the counts for each gene and the 

log fold change between the considered classes and can reveal artefacts between 

these values. In a perfect situation, the intensity of the base mean values should 

be evenly distributed around zero across all intensity of the log fold change 

values. MA-plot is a very good techniques to provide information about the up-

regulated and down-regulated genes. Boxplots are the most convenient way for 

summarizing data and presenting a large amount of information including the 

median, upper and lower quartile, minimum and maximum data value. These 

charts are very efficient in handing large datasets. They show outliers values 

which may be detected below and above the whiskers but do not provide any 

other information about distribution, such as a histogram that more resembles 

the probability density function. Considering the advantages and disadvantages 

of the graphical methods presented above, it can be concluded that they are 

complex and quick tools to determine distinctions between the results of  

a differential analysis. Additionally, the proposed methods can help to determine 

which method in a differential analysis produces the results lending support to 

the assumptions of the experiment. 
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