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Summary 

Biomarkers can indicate a variety of health or disease characteristics, including the level or 

type of exposure to an environmental factor, genetic susceptibility, genetic responses to exposures, 

markers of subclinical or clinical disease, or indicators of response to therapy. In this paper we 

presented using the logic regression for diagnostic classification by means of biomarker panels. The 

sample collective comprised 389 highly characterized rheumatoid artritis patients and 390 controls, 

composed of 200 healthy and 190 osteoarthritis samples. The predictive panel consisted of the most 

promising 11 biomarkers for the early diagnosis of rheumatoid artritis, collected in serum. Obtained 

results show that the Logic II is the simplest model and performs well, resulting in the lowest 

misclassification error rate on the test set. 
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1. Introduction 

A very promising diagnostic technique, gaining more and more ground in the 

last years in the pharmaceutical area, is to use molecular biomarkers in the early 

identification of a disease (Mishra et al., 2003; Bignotti et al., 2006; Vasan 2006; 

Scherzer et al., 2007; Chen et al., 2008; Lee and Wong 2009; Blennow et al., 

2010; Liu et al., 2014; Chinen et al., 2015; Jickling and Sharp 2015). As single 

markers in the context of complex disease are usually not sensitive and/or specific 

enough to meet strict diagnostic conditions, the attention of clinicians has shifted 

to biomarker combinations, which are expected to enhance the diagnostic 

accuracy. One should select from a list features (initial pool of markers) a feature 

subset, which complies with the requests of high power to discriminate between 

cases and control and of parsimony as well. 

Logistic regression (Hosmer and Lemeshow, 1989) is the model of choice in 

many medical data classification tasks. In logistic regression, the model 

complexity is already low, especially when no or few interaction terms and 

variable transformations are used. Performing variable selection is a way to 

reduce a model’s complexity and consequently decrease the risk of overfitting 

(Dreiseitl and Ohno-Machado, 2002). 

A variety of computer models have been developed in the area of machine 

learning and statistics that can be used for predicting clinical outcomes, such as 

logistic regression, decision trees, artificial neural networks, and Bayesian 

networks. Logistic regression was developed by the statistics community, 

whereas the remaining methods were developed by the machine-learning 

community. Logistic regression, a statistical fitting model, is widely used to 

model medical problems because the methodology is well established and 

coefficients can have intuitive clinical interpretations. 

The aim of this paper is use the logic regression for diagnostic classification 

by means of biomarker panels. 

2. Methods 

Given an initial biomarker pool, three feature selection algorithms were 

developed in order to choose the biomarker combination with the highest 

discriminatory power. The selection method used was logic regression. This 

procedurę assings the patients to one of two given classes according to the 

corresponding logic value 0/1 of an optimal chosen logic term, which combines 
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some binary input variables (characteristics of individuals or dummies) from a 

given set by means of the logic operators and/or. 

Since logic models work only with binary predictors, the necessity arises to 

dichotomize appropriately the quantitative explanatory, e. g. markers. Each 

algorithm is based on a different dichotozimation idea. 

The first algorithm (Logic I) divides the sample population into k 

approximately equally sized clusters with respect to all features, hoping to reveal 

useful disease specific subpopulation structures in the data, which might help in 

making a reliable diagnosis. The best feature panel in each cluster is chosen by a 

feature selection algorithm based on regularized discriminant analysis (RDA). 

The optimal RDA-rule in each cluster is used to classify the whole sample, 

providing a binary input variable for the logic model bulding. The second 

algorithm (Logic II) splits any continuous feature at the thresholds given by a set 

of empirical quantiles (Koenker and Bassett, 1978). The third algorithm (Logic 

III) uses optimal thresholds estimated by logistic regression. The receiver 

operating characteristic (ROC) analysis has been developed to determine an 

optimal decision threshold for relative costs of false positive and false negative 

errors (Halpern et al., 1996). This optimal threshold is called the optimal operating 

point (OOP). This OOP will be of clinical use in guidelines for decision making. 

There are many different issues to keep in mind when determining this point such 

as cost issues for false-positive test results or false-negative test results, or pre-

assigned thresholds for predicting a true positive or true negative. 

All three algorithms are wide applied in this type researches. 

3. Application 

Algorithms based on logic regression were developed and validated on the 

data provided by Roche Diagnostics in the framework of the clinical 

discrimination between rheumatoid artritis (RA) patients and a pooled control 

collective, including osteoarthritis (OA) patients. The sample collective 

comprised 389 highly characterized RA-patients and 390 controls, composed of 

200 healthy and 190 OA samples (Kellgren and Lawrence, 1957). The predictive 

panel consisted of the most promising 11 biomarkers (encoded M1-M11: C 

reactive protein – M1, matrix metalloproteinase 1 – M2, vascular cell adhesion 

molecule 1 – M3, vascular endothelial growth factor A – M4, intracelular 

adhesion protein-1 – M5, tumor necrosis factor receptor superfamily member 1A 

– M6, matrix metalloproteinase 3 – M7, human cartilage glycoprotein 39 – M8, 

leptin and interleukin 6 – M9, epidermal growth factor – M10 and serum amyloid 

A – M11) for the early diagnosis of RA, collected in serum. 
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The original sample was split at random into a training (520) and an 

independent test data set (259) in a proportion of 2:1, whereas the design was left 

balanced. The dichotomization and the logic model fitting steps of algorithms 

Logic I – Logic III, including all optimizations necessary, were carried out on the 

training dataset. 

The test dataset provided more accurate estimates and binomial 95% 

confidence intervals of the true misclassification error rate, used to compare the 

performances of the three algorithms with respect to this particular diagnostic 

setting (Table 1). 

Table 1. 5-fold cross-validate (C-V) estimates and test sample estimates with 95% confidence 

intervals for the misclassification error rates of the logic model chosen by algorithms 

 Logic I – Logic III 

Logic 

model 

Size Training-error rate Test error rate 

C-V (5-fold) AER# TS-estimate$ 95% CI 

Logic I 3 0.1116 0.1039 0.1080 (0.073; 0.153) 

Logic II 2 0.1309 0.1174 0.1080 (0.073; 0.153) 

Logic III 6 0.1356 0.1144 0.1280 (0.086; 0.170) 
# AER – apparent error rate 
$ TS-estimate – test sample estimate 

Optimizations of the dichotomization rules, concerning the regularization 

parameters and the best feature panel of each cluster in Logic I as well as the 

logistic cut-offs in Logic III, rely on minimizations of cross-validate (C-V) 

misclassification error estimates, computed by inner cross-validation loops (they 

are part of the algorithm). 

For choosing the appropriate logic model size and providing fairer estimates 

of the misclassification error for the optimal models outer cross-validation loops 

(the algorithm is run on each C-V-training datasets) were employed. They prevent 

for over-optimistic results inducted by the training dataset in use. Cross-validation 

is an effective method for estimating the prediction error of a classifier. The right 

model size was chosen by comparing the overlaid plots of the 5-fold C-V 

misclassification error estimated and of the misclassification scores on the whole 

training data, computed over an adequate range of model sizes (Fig. 1). The small 

discrepancy between them for the model size 3 indicates stability of the model 

choises. 
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Fig. 1. The cross-validate test score of misclassification, apparent error rate and the C-V-training 

score of misclassification.  

4. Results and Discussion 

For Logic I, the training data was split into five equally sized cluster (n=104) 

and the RDA feature selection algorithm, performer successively on each of them, 

led to 5 different marker panels, each mirroring the specificity of the associated 

cluster. Classification by RDA with every marker panel in turn is used to reduce 

the continuous multivariate predictive data to a binary input variable pro cluster, 

D1-D5, which are then employed in the logic model building step (Fig. 2). 

Logic II was performer with nine empirical quantiles. The quantiles set 

comprised the 0.1-0.9 percentiles. The Logic I model results in a positive test if 

D2 and D1 are 1 (=true) or D5 is 1. 

The shortcoming of the final logic model by Logic I (Fig. 2) is that it contains 

seven different biomarkers, but this inconvenience can be surmounted by a 

sequential diagnosis. Logic I based on regularized discriminant analysis (RDA). 

The purpose of the regularization is to reduce the variance related to the sample-

based estimates at the expense of potentially increased bias (Friedman, 1989). 
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Obtained result indicate that the method of regularization applied here has the 

potential to increase the power of discriminant analysis. 

 

Fig. 2. Logic tree-visualization for the best logic models by: a) Logic I, b) Logic II with nine 

quantiles and c) Logic III. 

The best logic model by Logic II is parsimonious (only markers M9 and 

M10) and it has an easy evaluation, while the best logic model by Logic III 

comprises six markers, leading again to the idea of sequential test design. 
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Logic I and Logic II perform best, achieving 10.81% misclassification rate 

on the test dataset. 

Wolf et al. (2010) used logic forest to analysis of biomarker selection. They 

present a simulation study to comparing the performance of logic regression and 

logicFS with logic forest considering data with noise in the predictors, latent 

predictors and varying true model complexity. Diagnostic classification by means 

of biomarker panels in the early identification of a rheumatoid artritis and other 

diseases may be analysed by Student’s t test, 2 test, Fisher’s exact test, Pearson 

product-moment correlation coefficient (McMahon et al., 2014), comprehensive 

microRNA analysis (Murata et al., 2013), discrimination by computing the area 

under the receiving operator characteristic curve (Burakoff, et al., 2015) or naive 

Bayes, linear discriminant analysis, and support vector machines (Ding and Peng, 

2005). Logistic regression used in this paper is more informative and unbiased 

method than should be prefer as a very important tool for diagnostic classification. 

5. Conclusions 

 Logic regression is potentially useful tool for diagnostic classifications. 

 Logic II is the simplest model and performs well, resulting in the lowest 

misclassification error rate on the test set. 
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