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Summary 

 The paper deals with certain biased spring balance weighing designs. The method of 
construction is given. The incidence matrices of two group divisible designs with the same asso-
ciation scheme have been used to construct these designs. Theoretical research is illustrated by 
example of using this method to the analyzing the lines of legume. 
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1. Introduction 

The formulation to a standard weighing design problem calls for some ob-
jects with unknown weights and a weight measuring device which is popularly 
known as a balance. In a spring balance, there is only one pan and any number 
of objects can be placed on the pan. Then the pointer provides a rearing which 
represents the total weight of the objects on the pan. If we want to determine 
any measurements of given number p  of objects it seams to be the best way to 
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measure each object separately. Assuming in n  measurements there are not 
systematic errors and the variance of the error is 2σ , then the variance of each 
of the estimators of unknown measurements of objects is equal to 22σ . If we 
will take these objects to measurements in some combinations then we reduce 
the variance to 2/2σ  (See Yates (1933), Banerjee (1950, 1975)). Nowadays, 
spring balance weighing design there is the name for experimental design con-
nected not only with balance, but with each experiment which result we can 
describe as linear combination of unknown measurements of objects with fac-
tors of this combination equal to 1 or 0. A study of weighing designs is sup-
posed to be helpful in routine weighing operations to determine weights of light 
objects. Moreover, “the design are used to a great variety of problems of mea-
surements, not only for weights, but of lengths, voltages and resistances, concen-
trations of chemicals in mixtures, in fact any measurements such that the mea-
sure of combination is known linear function of the separate measures with 
numerically equal coefficient“ (Mood (1946)). The illustration of the application 
of the theory of weighing designs was given, for example, by Banerjee (1950). 
Various aspects of spring balance weighing designs have been studied by 
Raghavarao (1971), Banerjee (1975), Federer at all (1976).  

Suppose, there are p objects of true unknown measurements w1, w2,..., wp, 
respectively, and we wish to estimate them employing n  measurement opera-
tions using a spring balance. Let y1, y 2,..., yn,  denote respectively recorded ob-
servations in these n operations. It is assumed that the observations follow the 
standard regression model  

 eXwy += ,  (1.1) 

where ( )ijx=X  is called the design matrix, i = 1,2,...,n, j = 1,2,..., p, and has 

the elements 1 or 0 according whether in the i th weighing operation the j th 
object is placed on the pan or not, e is n×1  random vector of errors. We as-
sume, in the model (1.1) errors have the same variances and they are uncorre-
lated, i.e. E(e) = 0n and E(ee’) = σ2I n, where 0n is an n×1 null vector, I n is n×n 
identity matrix. The normal equations for estimating w are of the form 

yXwXX '' ˆ = , whereŵ is the column vector of the weights estimated by the 
least squares method. A spring balance weighing design is said to be singular or 
not singular depending on whether the matrix XX '  is singular or not singular, 
respectively. If X is of full column rank the least squares estimates of w are 
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given by ( ) yXXXw '1'ˆ
−

=  and the covariance matrix of ŵ  is 

( ) ( ) 1'2ˆV
−

= XXw σ . 
In metrology, dynamical systems theory, computational mechanics or statis-

tics appears bias as a term used to describe a tendency or preference towards a 
particular result or as a bias of a measurement system or estimate method, 
which leads to systematic errors, namely produces the readings or results which 
are consistently too high or too low, relative to a given actual value of the 
measured or estimated value. If the balance is not corrected for bias, we can 
assume one of the true weights, say the first, to be representing the bias, and we 
choose the first column of X  to be vector of ones. In any nonsingular spring 
balance weighing design the optimality condition is never satisfied. Particularly, 
if in nonsingular spring balance design given by the matrix X first column is 
column of ones then ( ) ( ) pjnwnpw j ,...,3,2,/4ˆV,/ˆV 22

1 =≥= σσ  (See 

Moriguti (1954)). Hence 

  [ ]1X1X n= ,  (1.2) 

where 1X  as a part of the design matrix X  is ( )1−× pn  matrix with elements 
equal to 1 or 0, n1  is 1×n  vector of units. 
Definition 1.1. The design with X  in the form (1.2) is called biased spring 
balance weighing design (BSBWD).  
Definition 1.2. Any nonsingular BSBWD is said to be optimal if it estimates 
each of the weights with minimum variance, i.e. 

( ) .,...,3,2,
4

ˆVar
2

pj
n

w j == σ
 

The construction method of a BSBWD based on the incidence matrices of 
the balanced incomplete block designs and the conditions under which the de-
sign is optimal are presented in Ceranka and Katulska (1987b). Moreover, it is 
shown how this theory may be utilized to obtain treatment and experiment de-
signs to estimate differences in legume content between pair of lines in an ex-
periment oversees with grass species. Application of the theory of optimum 
BSBWD to the analysis of experiments with mixtures of cultivars is considered 
in Ceranka and Katulska (1987a,c). The problems connected with estimation of 
the individual weights of objects in BSBWD are considered in Katulska (1989). 
From this paper we have the following Theorems. 
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Theorem 1.1. For a nonsingular BSBWD with X  given by (1.2) the variances 
of each of the estimated weights are minimal if and only if 

 ( )'
1111

'
1 4 −−− += ppp

n
11IXX .  (1.3) 

Now, let X  be partitioned as 

 [ ]1
21

'1
X1

X1

x
X n

n

=







=

−

,  (1.4) 

where 2X  as a part of the design matrix X  is ( ) ( )11 −×− pn  matrix with 
elements equal to 1 or 0.  

Theorem 1.2. Let '
2

'
2 4 ppp h

n
11IXX += . The design matrix X given by (1.4) is 

the design matrix of an optimum BSBWD if and only if 1−= pq1x  and 

q
n

h −=
4

 where q = 0 or 1. 

 
In the present paper we study the method of construction the design matrix 

X  given by (1.2) or (1.4) for an optimum BSBWD based on Theorems 1.1 or 
1.2, respectively, using the incidence matrices of two group divisible designs 
with the same association scheme. 

2. Optimum weighing design 

Now, we present the definitions of the partially balanced block design with 
two associate classes and the group divisible design given by Raghavarao (1971). 

A partially balanced block design with two associate classes (PBBDTAC) 
there is an arrangement of v  treatments in b  blocks, each of size k , in such a 
way, that each treatment occurs at most ones in each block, occurs in exactly r  
blocks. There can be established a relation of association between any two 
treatments satisfying the following requirements: two treatments are either first 
associates or second associates, each treatment has exactly ςςn th associates, 

2,1=ς . Giving any two treatments which are ς th associates, the number of 
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treatment common to the ξ th associate of the first and the η th associate of the 

second is ς
ξηp  and its independent of the pair of treatments we start with. Also 

2,1,,, == ηξςς
ξη

ς
ηξ pp . Two treatments which are ς th associate occur to-

gether in exactly ςλ  blocks, 2,1=ς . The numbers 2121 ,,,,,,, λλnnkrbv  

are called the parameters of the first kind, whereas the numbers ς
ξηp  are called 

the parameters of the second kind. 
A group divisible design (GDD) is a PBBDTAC for which the v  treat-

ments may be divided into m  groups of q  distinct treatments each, such that 

treatments belonging to the same group are first associates and two treatments 
belonging to the different groups are second associates 

( ) ( ) ( ) ( )111,1,1, 2121 −=−+−−=−== krmqmqnqnmqv λλ . 

Consider GDD with parameters 2,1,,,,,, 21 =hkrbv hhhhh λλ  with the 

same association scheme (See Raghavarao (1971), Clatworthy (1973)). Let hN  

denote the incidence matrix of the order 2,1, =× hbv h . Additionally we as-

sume that λλλλλ =+=+ 22211211 . Then  

 ( ) '
212

'
2

'
11 vvvrr 11INNNN λλ +−+=+ .  (2.1) 

Consider the first design matrix X  given by (1.2), where 







=

'
2

'
1

1
N

N
X . Then 

 











= '

2

'
1

2

1

N1

N1
X

b

b   (2.2) 

is the design matrix of a BSBWD. In this design 1+= vp  and 21 bbn += . The 
following corollary is the consequence of Theorem 2.3 given by Katulska (1989). 

Corollary 2.1. BSBWD with matrix X  given by (2.2) is optimal if and only if 
BSBWD with the matrix  

 












−
−

= '
2

'

'
1

'

22

11

N111

N111
X

vbb

vbb   (2.3) 

is optimal.  
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It may be noted that the designs (2.2) and (2.3) are related by using the 
complementary GDD. 

From (1.3) and (2.1) we have the following corollary. 
 

Corollary 2.2. BSBWD with the matrix X  given by (2.2) is optimal if and only if  

 ( )λ−+=+ 2121 4 rrbb   (2.4) 

and 

 λ221 =+ rr .  (2.5) 

Now, consider the matrix X  given by (1.4) where v1x =  and 









=

'
2

'
1

2
N

N
X . Then 

 
















=
'
2

'
1

'

2

1

1

N1

N1

1

X

b

b

v

  (2.6) 

is the design matrix of BSBWD. In this design 1+= vp  and 121 ++= bbn . 
The following corollary is the consequence of the (1.3) and Theorem 1.2. 
 
Corollary 2.3. BSBWD with matrix X  given by (2.6) is optimal if and only if  

 ( )λ−+=++ 2121 41 rrbb   (2.7) 

and 

 1221 +=+ λrr .  (2.8) 

From Corollary 2.1, relation (1.3) and Theorem 1.2 we have the following  
corollary. 
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Corollary 2.4. BSBWD with the matrix X  equals to 

 









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





−
−=

'
2

'

'
1

'

'

22

11

1

N111

N111

0

X

vbb

vbb

v

  (2.9) 

is optimal if and only if (2.7) and (2.8) are satisfied. 

3. Group divisible design leading to optimum weighing designs 

Corollary 2.2 shows that if the parameters of two GDD’s with the same as-
sociation scheme satisfy (2.4), (2.5) and the condition 

λλλλλ =+=+ 22211211  is fulfilled then a BSBWD with the design matrix 

X  given by (2.2) is optimal. Based on Clatworthy (1973) the list of all parame-
ters combinations of the existing GDD’s is given in the Table 1.  

Let note, the additionally numbers given in the first column of the Tables 
denote the numbers of designs given in Clatworthy (1973). 

 
 
 

Table 1. Parameters of the group divisible designs 
 

First design Second design 
Type of 
GDD 

v b r k 1λ  2λ  Type of 
GDD 

v b r k 1λ  2λ  

S18 8 4 3 6 3 2 R54 8 8 3 3 0 1 
S19 8 8 6 6 6 4 R25 8 16 6 3 0 2 
S20 8 12 9 6 9 6 R57 8 24 9 3 0 3 
R58 8 24 9 3 2 3 R164 8 12 9 6 7 6 
S82 12 4 3 9 3 2 R145 12 12 5 5 1 2 
S83 12 8 6 9 6 4 R148 12 24 10 5 2 4 

 
 
 

Moreover, Corollary 2.3 says that if the parameters of two GDD’s satisfy 
the conditions (2.7) and (2.8) then BSBWD with the matrix X  given by (2.6) is 
optimal. The list of all parameters combinations of the existing GDD’s is given 
in the Table 2.  

 



BRONISŁAW CERANKA, MAŁGORZATA GRACZYK 60 

Table 2. Parameters of the group divisible designs 
 

First design Second design 
Type of 
GDD 

v b r k 1λ  2λ  Type of 
GDD 

v b r k 1λ  2λ  

SR6 6 9 3 2 0 1 R94 6 6 4 4 3 2 
S32 14 7 3 6 3 1 SR80 14 8 4 7 0 2 

 
 

In the Table 3 there are presented parameters of GDD’s given by Clat-
worthy (1973). Based on these parameters we are able to construct the optimum 
BSBWD given by design matrix X  of the form (2.9). 

 
 

Table 3. Parameters of the group divisible designs 
 

First design Second design 
Type of 
GDD 

v b r k 1λ  2λ  Type of 
GDD 

v b r k 1λ  2λ  

S1 6 3 2 4 2 1 SR18 6 4 2 3 0 1 
S58 12 15 10 8 10 6 R147 12 24 10 5 0 4 
S59 14 7 4 8 4 2 SR80 14 8 4 7 0 2 

4. Example 

In this chapter we study methods of the construction of the optimum 
BSBWD in view of employing the theory of this design to the analysis of 
experiments with mixtures. Let us consider the experiment in which we com-
pare 6=v  lines of a legume, namely A, B, C, D, E, F, over seeded with grass 
species. It is assumed that more than one legume line can be grown on each 
experimental plot and that the competitive effect between lines is negligible. 
Then the yield consists of the weight of grass, the weight of weeds and the 
weight of 6 legume lines. The experiment corresponds to a BSBWD in which 
the grass is identified with the bias and the legume lines are identified as ob-
jects. The individual lines are not treatments of the experiment, but any 
treatment is a composite of a combination of any number of lines from A – F. 
The design matrix X f an optimum BSBWD we construct from the incidence 
matrices of GDD with parameters 1,0,2,3,9,6 2111111 ====== λλkrbv  

(SR6 from Clatworthy (1973)) and GDD with parameters 
2,3,4,4,6,6 2212222 ====== λλkrbv  (R94 from Clatworthy (1973)),  
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where  
 


















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
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
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



=
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111010
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2N

.  
  
 

From the above consideration and Corollary 2.3 it follows that X given by 

(2.6) is the matrix of an optimum BSBWD in the form 





























=

1101010100011001

1110101001001001

0111010011000101

1011100100100101

0101111000100011

1010110010010011

1111111111111111

'X . 

Hence we have the following treatment designs: treatment 1: grass and 
lines A, B, C, D, E, F, treatment 2: grass and lines A, B, treatment 3: grass and 
lines C, D, and so on. Each of unknown measure of object is estimated with the 

minimal variance equal 4/2σ . For more details see Federer and all (1976). 
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O PEWNEJ METODZIE KONSTRUKCJI OPTYMALNYCH 
SPRĘśYNOWYCH UKŁADÓW WAGOWYCH  

Streszczenie 

W pracy przedstawiona została metoda konstrukcji optymalnego spręŜynowego układu wa-
gowego w oparciu o macierze incydencji dwóch układów o grupach podzielnych  
o tym samym schemacie partnerstwa. RozwaŜania teoretyczne zostały uzupełnione przykładem 
dotyczącym roślin strączkowych. 

Słowa kluczowe: optymalny spręŜynowy układ wagowy, układ o grupach podzielnych 
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