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Summary

In this paper the analysis of variance for fixeditggot with repeated measures model is
presented. The method based on univariate andvauidtie analysis of orthonormal contrast,
making calculations independent of the covarianegrimstructure, was chosen. In this way the
impact of tillage systems as well as doses of k&tes on relative abundance (Ra) Apera spica
venti evaluated three times a year was estimatedrafge values of studied feature differed signi-
ficantly under experimental factors, time of weesaluation and, in addition, doses of herbicides
and time interaction. The time trends analysis atac the significant differences of mean Ra in
every three time and significant changes of liriezmds between herbicide subplots.
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1. Introduction

Repeated measures can be definite as measurdswver space on the same
object or experimental unit (Mosetal.,1990), so these measures are correlated.

The analysis of repeated measures is the analfyli® ampact of repeated
measures factor and factors applied in experimemtadl as their interaction on
studied feature. The levels of experimental factoesdistributed at random on
the experimental units but the factor of repeatedsures is fixed in advance.
In most cases the lack of random nature of repemeaisures effects that the
assumptions needed to obtain correct results in AN @re not held.

There are some methods of analysis this type dafjde¥he data analysis
on each level of repeated measures factor sepaiatéte less effective one.
We lose too much information about the changesnie tor space of studied
feature. However this method might be the initattpf data analysis.

The application of analysis of variance for splittp design, where
time/space is (confounded with experimental fadtarsplit-plot factor (Linnel
Nemec, 1996). However, the analysis of this desgorrect when the assump-
tions about covariance matrix are held. There é@mpound symmetry condi-
tion assuming constant variances along the diagenbdss restrictive form of
this condition called sphericity, which refers e tequality of variances of the
differenceshetween time/space factor levels (Fidel, 1998).

The next method of the analysis, in which the $tngcof covariance ma-
trix is of no importance, is multivariate analysiith application of contrasts
analysis. The repeated measures are treated asndéteof multivariate vector
of observations, and experimental data are tram&fdrby orthogonal contrasts
before MANOVA is used. The detail description ofstmethod with the exam-
ples of its application for the randomized blockd aplit-plot experiments are
presented in the Gumpertz and Brownie (1993) paper.

The mixed model approach to this subject is prediim the recent papers i
al., 2004, Blouiret al 2004). On the contrary to the method describedeglthe struc-
ture of covariance matrix is very important henethis case two parts of the analysis
might be distinguished i. e. the modeling of vase&amatrix structure and analyzing the
trends by estimation and comparing of mean vallitsl( et al, 1998).

In this paper a multivariate approach was usednayae experimental
data. It was connected with the character of erpant, in which the relations
between results in different time were disruptedHsy application of one treat-
ment between first two dates of measures.
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The data were collected during field experimentiedrout in split-plot de-
sign in 1997-2000, the goal of which was the edtomaof the yield of winter
wheat grown in short-term monoculture. In addittbe crop weed infestation
was studied and for the illustration of the choserthod the dominant of weed
community,Apera spica ventiwas selected.

2. Material and Methods

The experiment, the part of which results were usdtiis paper, was car-
ried out by the Department of Soil Tillage and Pl@ultivation, University
Life Sciences in Lublin in 1997-2000, and invedigghthe effect of the tillage
system (A) and herbicide doses (B) on yielding aeeds infestation of winter
wheat grown in short-term (3-year) monoculture. Shelies lasted three years
but in this paper the second year results were asdyl. Then the effect of ex-
perimental factors was stated and the effect ofcuoolture not as strong as in
the last year of the experiment. Thus the conditifum studying the influence
of treatments on dominant species were optimal.

The experiment was conducted in split-plot desigth viour replication
and with four tillage system (A conventional, A— reduced with disk harrow,
Az — reduced with cultivator, A direct sowing) as the treatment randomized on
the main plots, and doses of herbicides-(B0%, B—75%, B-50%, B—25%,
Bs—0% of permissible dose) — on the sub-plots. Théssital analysis was fo-
cused on weed infestation evaluated three times: Gefore herbicides applica-
tion (30" — 31st of March), T— about 15 days after the last herbicide appticati
(11" of May) and T — before winter wheat harvest {£86" of July).

Relative abundance (Ra) of chosen species wadubid feature, which
values were calculated according to the formulae:

Ra = %moo % 2.1)

whererd is a relative density calculated as the numbéndif/idual occurencies
for a given species within four samples of the sotbgivided by the total num-
ber of weeds from these samples ahd relative frequency of occurrence the
chosen species in weed community calculated as@opion of the number of
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samples in which the species was present to théeuof samples with weed
species per subplot (Derksenal,, 1993).

The single observation for split-plot with repeatedasures might be de-
scribed by the following linear function:

Vi =H* 0 +a; & +L +(a:3)jk +d|jk tr + (2.2)
+ (lor)il +(aT)jI +6, +(18T)kl +(aﬂr)jkl *Sij .

whereu— general mean of studied featyoe; effect ofith block (=1,...r), a;—
effect ofjth tillage systemj€l,...a), G«— effect ofkth herbicide dosek€l,...h),
r — effect of Ith date of weeds estimation I=L,...1),
(or),.(az), ., (Br)y.(aBr),, — interaction effectss;, dy — errors of experi-

mental factorsgy, & — errors connected with repeated measures.
The effects of random errors for main plots (tédagystem) and subplots
(herbicide doses) are uncorrelated and normalilalis&d with mean value equal

to 0 and variances equal '@12 and 022, respectively. The errors of repeated
measures on the same main plot as well as on e sabplot are correlated:

0 da ij#ij 0 dla ijkzijK
8. ]= &)= . (2.3
CO\,(HIH ’HIH ) {0.5”' dla |J :i:jr COV((t”kl ’fljk| ) {0.{”' dla IJk - iljlkl ( )

In vector notation the formulae (2.2) might be déxd as follows:
Yik =ptp ta; +tg +p, + (U“B)jk +8;, (2.4)

where the vector of observations and factor vechoespresented in the follo-
wing form:

Yik = |_yijk1 Yik2 -+ yijktJ
p=lp+r, purr, .op+r]
Pi :[pi +(pr)i1 P +(p7)i2 e P +(p7)it] (2.5)

& :[‘gij +‘9ijl & +6,

j2 e gij+8ijt]
6ijk :[a—ijk * Skt a—ijk ik - a—ijk +Eijkt]'
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Let X, andX; denote the covariance matricegpanddj, respectively. The
covariance matrix of observation vector is thencdbsd by the following for-
mulae:

V=1, 0L 08+, 05,), (2.6)

where the symbol$ and 1 mean the identity matrix and the vectors of ones
respectively.

Assuming that the number of repeated measuresual ¢g three, the ma-
tricesX, andX; take the following forms:

2 2 2 2 2 2 2 2
O;+0; O5+%05, O5+04; O, %0y 0,104, 0,10, (2 7)

— 2 2 2 2 — 2 2 2 2
26 - 06 + 0-512 06 + 0—52 06 + 0—{23 Es - ag + 0912 ag + JHZ ag + 0923
2 2 2 2 2 2 2 2
JJ + 0-{13 Jb’ + 0-{23 UJ + 0-{3 0-8 + 0913 JE + 0923 0-8 + 053

Let the matrix®' =[p,p,,p,,....(0B) .-y (@B) ,,] iS the matrix of the model

(2.4) parameters. Then, in order to check if expental factors influenced
significantly on mean value of studied feature, nin# hypothesis 5 LOM=0
should be verified against the alternative one l®M =0, where contrast ma-
trix L describes linear combination of the experimerdatdr parameters and
M describes the linear combination of the parametensiected with repeated
measures.

The following orthonormal contrast matrices, cortedcwith considered
sources of variation, were used in this example:

1., _1 [ o : ]
L 0o — ﬁlq, L AT E O(a—l)x(r+1) :1 a-1* _1a—1'o(a—1)x(q—r—a—l) !

1 S .
Ly = E[O(b—l)x(aﬂﬂ) S PP :O(b—l)x(q—r—a—b—l)] '

1 . .
Las = ﬁ [O(ab—l)x(r+a+b+1) Hapai— 1ab—1] ; (2.8)

M,

i 5, 7
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whereq describing the number of parameters is , in tasecequal to 34 and t
is equal to 3. It is worth of noticing that thestitolumn ofM+ specify the li-
near time trend and the second one — quadraticttene.

Following the method presented by Gumpertz and Brew1993) we do
not construct the sums of squares and cross pmJB&CP) matrices directly
of these vectors, can lexpressed a&=Y-M, whereY is a matrix of observa-
tions withy;, describing by (2.4) as rows aWt=[M: M+].

The standard F test was used for verifying the Inylothesis fog,, while
to estimate the significance of repeated measurestdst statistic based on
Wilks A (Morrison, 1990) was applied. The form of this dtian is depended
on the minimum of-1 and degrees of freedom for the hypothesis. dhadlas
for test statistic as well as for critical valuegi be found in Morrison (1990)
or Gumpertz and Brownie (1993).

3. Results

The results of between-plot analysis, basedpoontrast, estimating the
treatments impact on mean value of chosen spe@gsesented in Table 1.

Table 1.The results of the between-plot analysis

of 323;2& SS df MS F p-value
R (blocks) 1471.099 3 490.366 11.512 0.000
A (tillage systems) 1490.426 3 496.809 11.663 0.000
E;=RxA 383.374 9 42.597
B (herbicide doses) 9725.778 4 2431.444 33.983 0.000
AxB 908.320 12 75.693 1.058 0.415
E,=RxB(A) 3434.368 48 71.549

These results indicate significant differences @&am Ra between tillage
system as well as herbicide subplots. There aggmificant differences of this
feature with respect to the interaction of experitakfactors (AxB).
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Table 2. The results of the within —plot multivariate anadysf variance

Source of variation SSCP df Test statistic p-value
5355.753 9428.756
T (time) 1 487.563 0.0001
0428.756 16599.24
ot 155.215 -132.72 260 0700
X -132.727 367.682 ' '
T 72.399 109.764 , oo 13
X 109.764 262.03 ' '
- 101.705 -15.865 .
1 -15.865 286.61

BxT 4132.027 1.306 4 13.389 0.0001
X 1.306  160.00 ' '

-140.560 1543.09

ot 312.705 149.457) b . .

X 149.452 626.92 ' '
{1326.092 -140.5ej

E,=RXB(A)XT 48

The results of within-plot multivariate analysiswdriance (Table 2) indi-
cate significant changes of studied feature dutfiegtime as well as significant
influence of the interaction of herbicide doses &nte on mean Ra ohpera
spica venti In order to check the character of these chatlge$rend analysis
of time was done. Trends over 4 month period wasnéxed and, as there are 3
nearly equally spaced measurement times, the tifeetevas partitioned into
linear and quadratic contrasts (Table 3).
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Table 3. ANOVA results for time trends

Source of variation SS df MS F p-value

time linear

T 5355.753 1 5355.753 473.939 <0.01
RXT 155.215 3 51.738 4578 0.032
AXT 72.399 3 24.133 2.136 0.166
El 101.705 9 11.301

BxT 4132.027 4 1033.007 12.464 <0.01
BXAXT 312.705 12 26.059 0.314 0.976
E, 1326.092 16 82.881

time quadratic

T 16599.240 1 16599.240 521.235 <0.01
RXT 367.682 3 122.561 3.849 0.0504
AXT 262.030 3 87.343 2.743 0.105
El 286.614 9 31.846

BxT 160.004 4 40.001 0.415 0.795
BXAXT 626.920 12 52.243 0.542 0.856
E, 1543.094 16 96.443

Both trends — linear and quadratic were statidticaignificant, which
means that the average of studied feature werdfisamtly different in every
three dates of weeds estimation.

There is a significant linear component of the dracross the time for her-
bicides but this component is not the same for idened doses of herbicides.
These significant differences of linear time comgrnof mean Ra might be
explained by different situation insBwithout herbicides), where mean Ra was
greater in g then T, on the contrary to other herbicide subplots (€ahl

The analysis of variance of the quadratic conthedicates that response
over time is curved rather than linear and thislinear component is affected
by herbicides. The quadratic time trends were #meson every herbicide sub-
plot — mean Ra was the lowest in T
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Table 4. Mean Ra on herbicide subplots

Herbicide doses T T, Ts
0% 42.15 27.99 48.14
25% 40.31 19.48 33.50
50% 38.89 11.26 23.12
75% 38.08 12.33 16.14
100% 40.03 11.26 20.71
Average 39.89 16.47 28.32

The results of within plot analysis pointed out thek of significant differ-
ences between Ra for the interaction between timaetidlage systems, so the
trends over time for this factor were no examined.

4. Conclusions

In the paper complete specification one of the wdthof variance analysis
and interpretation of results of agricultural expemt conducted in split-plot
with repeated measures design was presented.simigthod estimation of co-
variance matrix is omitted, what is an importantaattage of this analysis since
sometimes the complicated structure of this matight pose the problem.

The obtained results enable us to state that #Hrersignificant differences
of mean relative abundance of studied species leetwiage system as well as
herbicides doses.

The character of changes of feature in time wasilougar for the reason
of the significance of both time trends — linead ayjuadratic. It was probably
caused by the application of herbicides beforestmond date of estimation of
the weeds infestation.

The significant linear trend of Ra changes on fogdli subplots was
caused by the differences in changesApgra spica ventbetween first and
third dates on control (zero) subplot comparingotoers. On the other hand
decreasing Ra in second date and increasing id trie affected the lack of
significant quadratic trends on herbicide subplots.
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ZASTOSOWANIE ANALIZY WARIANCJI DLA UKLADU
SPLIT-PLOT Z POWTARZANYMI POMIARAMI W OCENIE
ZMIAN APERA SPICA VENTI POD WPLYWEM SPOSOBOW
UPRAWY ROLI | DAWEK HERBICYDOW

Streszczenie

W niniejszej pracy przedstawiono analiwariancji dla modelu statego split-plot z powtarza
nymi pomiarami. Wybrano meteapart na jedno- i wielowymiarowej analizie kontrastévtomor-
malnych uniezalaiajaca obliczenia od postaci macierzy kowariancji. W &pos6b oszacowano
wptyw sposobOw uprawy roli i dawek herbicyddéw naglwdna obfitos¢ (Ra) dominanta zbiorowiska
chwastéw pszenicy ozimej, ocerian trzech terminactSrednia warté¢ badanej cechy pita sk
istotnie zaréwno ze wzglu na termin oceny jak i dawkerbicydéw oraz interakcje tych czynni-
koéw. Analiza trendow czasowych wykazata istotéznice sredniej Ra we wszystkich trzech termi-
nach jak rownig istotry zmiarg liniowego trendu czasowego pauizy poletkami herbicydowymi.

Stowa kluczowe: analiza kontrastéw, dawki herbicydéw, sposéb upraely uktad split-plot,
uktad z powtarzanymi pomiarami, wedgha obfitg¢
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