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Summary 

In this paper we study the problem of the estimation of individual measurements of objects in 
spring balance weighing design under the assumption that errors are uncorrelated and have 
different variances. The incidence matrices of the balanced incomplete block designs are used for 
new construction of the regular A-optimal spring balance weighing design. Theoretical research is 
illustrated by an example. 
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1. Introduction 

The optimality of designs plays a main role in the theory of the 
experimental designs. In many papers concerning the optimality, the weighing 
designs are considered. In a spring balance, there is only one pan and any 
number of objects can be placed on the pan. Then the pointer provides a reading 
which represents the total weight of the objects on the pan.  
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Nowadays, the spring balance weighing design is the name for the 
experimental design connected not only with a spring balance, but with any 
experiment in that the results we can describe as the linear combination of 
unknown measurements of objects with coefficients of this combination equal to 
1 or 0. In fact, the weighing designs are applicable to a great variety of problems 
of measurements, not only for weights, but of length, voltages, resistance and 
concentrations of chemical in mixture, analyzing the lines of legume. 

The main idea is to determine unknown measurements of p objects in n 
weighing operations. We shall make two standing assumptions on the maps 
under consideration. Recorded observations are independent and there are not 
systematic errors. The second basic assumption is that the errors have different 
variances. Of course, the experimenter wants to choose a weighing design that is 
optimal with respect to some criterion. In literature, several criteria are often 
expressed in terms of the information matrix. One of them is A-optimality, in 
that we study the trace of the inverse of information matrix.  

2. The linear model 

Suppose, there are p  objects of unknown measurements pwww ,...,, 21 , 

respectively, and we wish to estimate them employing n  measurement 
operations using a spring balance. Let nyyy ,...,, 21  denote recorded observations 

in these n operations. It is assumed that the observations follow the model 

 eXwy +=   (2.1) 

where ( )'
21 ,...,, nyyy=y  is an 1×n  random vector of the observations. The 

design matrix ( )ijx=X , usually called weighing matrix, belongs to the class 

{ }1,0pn×Ψ -which denotes the class of pn ×  matrices of known elements =ijx 0 

or 1 as in the i th weighing operation the j th object is not placed on the pan or 

is placed. A 1×p  vector ( )'
21 ,...,, pwww=w  contains unknown weights of 

objects and e  is an 1×n  random vector of errors. We assume that in the model 
(2.1) the errors are uncorrelated and have different variances, i.e. ( ) Gee 2' σ=E , 
and moreover ( ) n0e =E , where n0  is an 1×n  null vector, G  is the known nn ×  

diagonal positive definite matrix. Accordingly, any spring balance weighing 
design is nonsingular if and only if X  is of full column rank, i.e. ( ) p=Xr . In 
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such a design for the estimation of unknown weights of p objects, we use the 
general weighted least squares method and we get  

 ( ) yGXXGXw 1'11'ˆ −−−= . (2.2) 

The covariance matrix of ŵ  is equal to 

 ( ) ( ) 11'2ˆ
−−σ= XGXwVar . (2.3) 

The matrix XGX 1' −  is called the information matrix.  
In the literature, some study on optimality criterions are presented. For  

a deeper discussion we refer to the paper Jacroux and Notz (1983). In many 
papers concerning the weighing designs, the A-optimal design is considered. For 
the given covariance matrix of errors G2σ , the design X  is A-optimal if the 
sum of variances of estimators for unknown parameters is minimal, i.e. 

( ) 11' −− XGXtr  is minimal in the class { }1,0pn×Ψ . Moreover, the design for which 

the sum of variances of estimators of parameters attains the lowest bound in 
{ }1,0pn×Ψ  is called the regular A-optimal design. Let us note, in the set  

of design matrices { }1,0pn×Ψ , the regular A-optimal design may not exist, 

whereas A-optimal design always exist. The concept of the A-optimality was 
shown in Pukelsheim (1983), Shah and Sinha (1989), Ceranka and Graczyk 
(2004), Ceranka, Graczyk, Katulska (2006, 2007), Masaro and Wong (2008), 
Graczyk (2011, 2012).  

 In this paper we consider the experimental situation where we determine 

unknown measurements of p objects in ∑
=
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under model (2.1). It is assumed that sn  measurements are taken in different 

h  conditions or at different h  installations, hs ,...,2,1= . So, the covariance 

matrix of errors G2σ  is given by the matrix G   

 





















=

−

−

−

hhh

h

h

nhnnnn

nnnnn

nnnnn

g

g

g

I0000

00I00

0000I

G

1''

'1
2

'

''1
1

21

2212

1211

L

LLLL

L

L

          
, (2.4) 



16 BRONISŁAW CERANKA, MAŁGORZATA GRACZYK 

where 0>sg  denotes the factor of precision, hs ,...,2,1= . Consequently, 

according to the partition of G  we write the design matrix { }1,0pn×∈ΨX  as 
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, (2.5) 

where sX  is the pns ×  design matrix of any spring balance weighing design. 

Graczyk (2012) gave the following theorems and definition.  

Theorem 2.1. Let p  be odd. In any nonsingular spring balance weighing design 

{ }1,0pn×∈ΨX  in (2.5) with the covariance matrix of errors G2σ , where G   

is of (2.4), 

 ( ) ( ) ( )12

3
11'

1

4
−

−−

+
≥

G
XGX

tr
tr

p

p .  (2.6) 

Definition 2.1. Let p  be odd. Any { }1,0pn×∈ΨX  in (2.5) with the covariance 

matrix of errors G2σ , where G  is given by (2.4), is said to be the regular  
A-optimal spring balance weighing design if 

 ( ) ( ) ( )12

3
11'

1

4
−

−−

+
=

G
XGX

tr
tr

p

p .  (2.7) 

Theorem 2.2. Let p  be odd. Any { }1,0pn×∈ΨX  in (2.5) with the covariance 

matrix of errors G2σ , where G  is given by (2.4), is the regular A-optimal 
spring balance weighing design if and only if 

 ( )( )'11'

4

1
pppp

p
11IGXGX ++= −− tr .  (2.8) 
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3. Construction of the regular A-optimal designs 

In Graczyk (2012) some construction methods of the regular A-optimal 
spring balance weighing design are given. In this paper we present some new 
experimental plans of such designs. The construction of a regular A-optimal 
spring balance weighing design proceeds as follow. It is worth pointing out the 
incidence matrices of the block designs may be used for the construction of the 

design matrix { }1,0pn×∈ΨX , then we take ∑
=

=
h

s
sbn

1

 and vp = . Now,  

we present some series of the balanced incomplete block designs. Based on their 
incidence matrices we form the design matrix { }1,0pn×∈ΨX  of the spring 

balance weighing design with G2σ , where G  is of (2.4), that is the regular  
A-optimal design. Summarizing, we can formulate our main result. 

Theorem 3.1. Let v  be odd and let N  be the incidence matrix of balanced 
incomplete block design with the parameters 
(i) 34 +== tbv , ( )12 +== tkr , 1+=λ t , where 34 +t  is a prime  

or a prime power (the complementary design to the design which is 
described in Raghavarao (1971, Theorem 5.7.4) or Raghavarao and 
Padgett (2005, Corollary 4.15.2), 

(ii) 14 += tv , ( )142 += tb , ( )122 += tr , 12 += tk , 12 +=λ t , where 

14 +t  is a prime or a prime power (the complementary design to the 
design which is described in Raghavarao (1971, Theorem 5.75), 

(iii) ( ) 14
2* −== kbv , ( )2*2 kkr == , ( )2*k=λ , (if there exists a balanced 

incomplete block design with 1* =λ  and 12 ** += kr , Raghavarao 
(1971, Theorem 5.9.2) or Raghavarao and Padgett (2005, Theorem 
4.13), 

(iv) v , 
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incomplete block design, Raghavarao (1971, p. 90), or Raghavarao and 
Padgett (2005, p. 86).  

Any { }1,0vhb×∈ΨX  in the form 'N1X ⊗= h  is the regular A-optimal spring 

balance weighing design with the covariance matrix of errors G2σ , where G   
is given by (2.4). 
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Proof. For the design matrix 'N1X ⊗= h  and G  in (2.4), we have 

∑
=

− =
h

s
sg

1

'1' NNXGX . N  is the incidence matrix of balanced incomplete block 

design therefore ( ) ''
vvvr 11INN λ+λ−= . We have ( )''

vvv 11INN +λ=  because 

λ= 2r . On the account of the above remark, we get 

( )'

1

1'
vvv

h

s
sg 11IXGX +λ= ∑

=

− . So, it is evident that the condition (2.8) holds. 

4. Example 

As an example let us consider the experiment in that we determine unknown 
measurements of 5=p  objects using 20=n  measuring operations. The 

covariance matrix of errors G2σ  is given by the matrix 
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where 0, 21 >gg . To construct the design matrix { }1,0520×∈ΨX  we can use the 

balanced incomplete block design with the parameters 5=v , 10=b , 6=r , 
3=k , 3=λ  given by the incidence matrix  
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In this case we have 
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therefore ( ) ( )21

11'

18

25

gg +
=

−− XGXtr . The same conclusion can be drawn from 

(2.7). In this case we obtain 

( ) ( ) ( )2121
2

3
11'

18

25

610

54

gggg +
=

+⋅
⋅=−− XGXtr . 
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