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Summary

The idea how to gegp-value for multivariate normality using R softwarepigesented. This
idea combinep-values of Shapiro-WilRV statistics, calculated for principal componentdhef
sample covariance matrix, with four statistics ldasa combination of independgmvalues. The
example with R commands is given.
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1. Introduction

Normality is the basic assumption in the analydidath univariate and
multivariate data.

In univariate case the Shapiro-WilK test statistic (Shapiro and Wilk 1965,
1968) is considered as a very powerful one, esiped@ small sample size.
In its classical form the tables with proper cagéfints and critical values are
necessary. However, Royston (1992) gave the waynaimalization of
W statistic. His transformation allows to getvalue for normality and it is
implemented in statistical software. There are & db attempts to adapt
W statistic for multivariate case. Some of suclagare given in Malkovich and
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Afifi (1973), Royston (1983), Fattorini (1986), $astava and Hui (1987),
Mudholkar et al. (1995), Liang et al. (2009), Vd&nor and Estrada (2009).

In this paper we propose to join the Srivastava ldoids idea (Srivastava
and Hui, 1987) of taking the principal componenC) of the sample
covariance matrix with the idea of combinatiofsmvalues for independent
tests (Zwet and Oosterhoff 1967, Mudholkar et 895).

The idea is illustrated by an example with sampte 8§ =28 andk =4
variates.

2. Shapiro—Wilk W statistic and its Royston’s approximation

Shapiro—Wilk W statistic (Shapiro and Wilk, 1965) for testing vwariate
normality is defined by:

1S
where X, <--- < X, are ordered statisticx =—Z X; anda; are elements
i=1
m'v

of the vector a' = - Where m= E[X(l),X(z)w-,X(n)] and

(m'V Y ‘1m)5
\ =[Cov(x(i),x(j)] are expected value and covariance matrix of oddere

statistics, respectively. Small valuesWsindicate nonnormality.

Royston (1992) gave the idea of normalizationefstatistic so that the
p-value of the test can be calculated as upper faihe standard normal
distribution. This normalization is as follows.

For 4<n<11, the transformed variable

w=—In[-2273+0.45M - In(1-W)]

has got, under normality, normal distribution wigrameters
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H = 0.5440-0.3997& + 0.025054° — 0.0006714°,
0 = exp[1.3822- 0.7785M + 0.06276h? — 0.0020322° ).
For12< n< 2000, the variable
w=In(1-W)
has got, under normality, normal distribution wigrameters

U =-15861-0.31082 - 0.08375%? + 0.0038915,
o = exp(- 0.4803- 0.082676¢+ 0.003030%?),

wherex =Inn.
This idea is implemented in the procedure ‘shajast.in R environment.

3. Combination of independentp-values

Let p;,P,,.... P denote thep-values for k independent tests of
hypothesis HZ,HZ,...,H}, respectively. Now, let us consider the null
hypothesisH ={Hé, HZ,..., H(')‘} The following statistics can be considered
as test statistics farl , (Zwet and Oosterhoff 1967, Mudholkar et al. 1995):

P 1 with A:M
15k +12
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whereF, L, N and T refer to Fisher, logit, Liptak and Tippet combioat
method. UndeH , the statistics are distributed as follows:
We ~ X
as

WL t5k+4 ’

as

W, ~ N(0,k).

W, is distributed as the minimum kfuniform variates.

Lower tails of W, , Wy and upper tails oV , W,, indicate nonnormality.

4. P — values for multivariate normality

Let X,,...,X, be an iid sample from &-variate population. We are
interested in testing the null hypothesis:

H,:(X,,...,X,) isasample from normal distributid\dk(p,)l),

n

wherep and X are unknown.
Let us consider the principal components of sangueariance matrix

s:ii(xj -X)(X, —X)’ where X:Eixj and let p,
n-13 n=
(i =22,...K) be thep-value of Shapiro-WilkW statistic for thei-th principal
component. The principal components, undét,, are asymptotically
independent and normally distributed. Thus we camiine p,'s to obtain

statisticsW: W, , W,, andW; given in section 3.
Thus, our proposition of getting—values for multivariate normality is as
follows.
1. For k-variate sampleX,,..., X find the principal components

(PC’s) of sample covariance matrix
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1 n _ !
S:__Z(Xj -X)(x; -X) .
n-13
2. Use ‘shapiro.test’ in R to getvalues for each of PC.
3. Combine thes@-values to get one of the statistiég , Wy, W,

W, (or all of them).
4. Calculate p-value for multivariate normality ad-— FX2 W),
2k

F W), 1-Fyon W), 1= @-W,;)*, whereF denotes the
suitable cumulative distribution function.

5. Example

Let us illustrate the tests by the example from RE®18) and recalled by
Srivastava (2002).

The data consists of weights in centigrams of dankngs for the north (N),
east (E), south (S) and west (W) sides of the sdok28 trees.

The matrix of observations is

N|E| S| W| N| E|] S

721 66| 76| 77 914 79 100
60 | 53| 66| 63| 56 6§ 47
56| 57| 64| 58 79 6% 70Q
41| 29| 36| 38 81 80 68
32| 32| 35| 36| 78 5% 67
30| 35| 34| 26| 49 38§ 37
39| 39| 31| 27 39 3% 34
42 | 43| 31| 25 32 30 30Q
37| 40| 31| 25 60 50 67
33| 29| 27| 36| 3§ 37 48
32| 30| 34| 28 39 36 39
63| 45| 74| 63} 50 34 37
54| 46| 60| 52 43 371 39
47 | 51| 52| 45 48 54 57

DO WWAWWW RO G E
WO OoOF ©BFNJOOWRF OOl

Let ‘data’ be then x k matrix with data. The R commands are below:
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> S=cov(data)

> H=eigen(S)$vectors

> Y=data%*%H

> k=4

> p_values=array(,c(k))

> for (i in(1:k)){p_values]i]=shapiro.test(Y[,i]))$palue}
> WF=-2*sum(log(p_values))

> pvalueWF=1-pchisq(WF,2*k,ncp=0)
> print(pvalueWF)

[1] 0.008357556

> A=pir2*k*(5*k+2)/(15*k+12)

> WL=A"(-0.5)*sum(log(p_values))
> pvalueWL=pt(WL,5*k+1,ncp=0)

> print(pvalueWL)

[1] 0.003716385

> WN=sum(gnorm(1-p_values,0,1))
> pvalueWN=1-pnorm(WN,0,sqrt(k))
> print(pvalueWN)

[1] 0.01109188

> WT=min(p_values)

> pvalueWT=1-(1-WT)"k

> print(pvalueWT)

[1] 0.03795216

Thusp-values are as follows: 0.00836 & , 0.00372 foMV , 0.01109 foMy
and0.03795 for and each of the four tests rejects multivariatemnality. For
some other results of testing normality in this regée see also Hanusz and
Tarasinska (2006).
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